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Preface

This thesis is submitted to the Department of Mathematics, University of Oslo in partial
fulfillment of the requirements for degree Ph.D. The work that led up to the thesis was carried
under the supervision of Associate Professor Mikael Mortensen and Professor Kent-Andre
Mardal in the period between September 2012 and November 2016.

The thesis consists of four research papers preceded by a short introduction which provides
motivation for the problems studied in the articles and reviews some of the concepts that are
central to the thesis.

During my master studies at Charles University I have had the pleasure to witness several
talks by Professor Kumbakonam Rajagopal. As the great orator and presenter he is, he would
always start his presentation by quotations “so that the audience had something to think about
in case his talk was exceedingly boring”. I shall follow his example here. The following are
some of the quotes that have inspired me throughout the last four years.

“The road to wisdom?–Well, it’s plain and simple to express: Err and err and err again, but always
less and less and less.”

— Piet Hein

“I learned very early the difference between knowing the name of something and knowing
something.”

— Richard Feynman

“Singular matrices, in a certain sense, do not exist at all. ”

— Cornelius Lanczos

In case of Professor Rajagopal the quotes were never the most amusing part of the pre-
sentation. It is my hope that the reader will reach the same conclusion about the presented
thesis.
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Introduction

This chapter begins by placing the problems studied in the thesis into a broader context. Af-
terwards, some relevant tools of analysis which were used throughout the work are presented.
Finally, the chapter concludes with a summary of the papers.

Motivation
In his essay The unreasonable effectiveness of mathematics in the natural sciences, see [72], the
Nobel prize winning physicist Eugen Wigner calls mathematics the correct language for for-
mulating the laws of (inanimate1 ) nature. In the language of mathematics these laws are often
expressed with an elegance and beauty that inspires awe much like the natural phenomena
governed by the laws themselves. However, the aesthetics of notation is secondary to the fact
that it is the mathematical language and reasoning that make consequences of these laws com-
putable. Thus it can be seen how well the existing laws explain a given phenomena or whether,
perhaps, a new law is needed.

In the mathematical language many laws of nature are formulated as, and numerous phys-
ical processes are described by, partial differential equations (PDEs). To give a few examples,
the Newton’s law of gravity can be formulated as a Poisson equation while the laws of conser-
vation of mass and momentum for the incompressible materials are expressed as the Navier-
Stokes equations. The Poisson equation models stationary heat distribution, distribution of
charges in electrostatics or, under certain assumptions, deformation of an elastic body, see e.g.
[23]. The applications of Navier-Stokes equations are then ranging from hemodynamics, e.g
[52], through dynamics of Earth’s mantle, e.g. [58], to formation of galaxies, e.g. [38]. It is
fair to say that one learns about nature by solving PDEs.

In general, the exact solution to the equations can only be computed under special cir-
cumstances and therefore approximations of the solution, which can be obtained from sim-
pler problems, are of interest. Such approximations can be constructed for example by the
method of finite differences, the finite volume method or the finite element method2, see [56]
and the references therein. With the listed methods the approximation is obtained by solving
a sparse linear system acquired by transformation/discretization of the underlying PDE. Even
with simple equations, such as the Poisson problem, the requirements on the accuracy of the
approximation can result in systems with millions of unknowns.

Nowadays a sparse linear system of order one million, i.e. 106 unknowns, is solved in a
few seconds on an ordinary laptop. This is in a striking contrast to say 1960’s when inverting
a dense matrix with 200 unknowns was a task pushing the limits of the most powerful ma-

1For the sciences that involve human beings [29] points to the unreasonable effectiveness of data.
2The idea of discretizing the domain to obtain a linear system from a differential equation is certainly not

recent. Already Daniel Bernoulli (1700-1782) computed the deflection of a chain by considering it as a collection
of small segments [37, ch 4.].
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chines (supercomputers) available at that time [70, ch 32.]. The speed-up has been enabled by
advances in (super)computer hardware as well as advances in the field of computational meth-
ods. In fact, the contribution of the two is about the same [50] implying that the algorithms
for solving linear systems, in some sense, keep up with Moore’s law3.

Let us denote by N the order of a linear system Ax= b due to either of the discretization
methods above. As noted before the system matrix is sparse with O (N ) number of nonzero
entries Z . In a general case, the performant direct methods known to date, e.g. [39, 40], can
solve the system in at most O (ZN logN ) operations. In contrast, iterative methods can often
compute the (approximate) solution only in O (N ) operations 4. A class of iterative methods
which can offer linear complexity are the Krylov subspace methods such as the conjugate
gradient method (CG) [31, 63] or the minimal residual method (MINRES) [51]. An overview
of other methods can be found e.g. in [24, ch 11.4]. A cost of a single step of these algorithms is
proportional to N as it typically involves only a fixed number of matrix-vectors products. For
optimal complexity it is therefore necessary to guarantee that the solution with the prescribed
error tolerance is obtained in a number of steps independent of N . To this end the methods
are applied to a modified system BAx = Bb instead of the original problem. Here, B is the
preconditioner matrix introduced to improve convergence of the method while not increasing
its complexity.

For many PDEs efficient preconditioners for the related linear systems are known; the
Poisson equation is solved efficiently by CG employing multigrid as a preconditioner [68, 4],
MINRES with preconditioner of [71, 65] is an optimal solver for the Stokes equations, while
[64] present a preconditioner for solving linearized Navier-Stokes equations efficiently by gen-
eralized minimal residual method of [60]. However, there is a wide range of problems for
which efficient numerical algorithms are missing. In this thesis such methods are established
for two types of problems; a multiscale problem describing coupling of two diffusive processes
on domains with different dimensionality (see (17) and (18)) and the Neumann problem of lin-
ear elasticity (see (19) and (20)).

Multiscale problem
The considered multiscale problem is particularly relevant in biomedical applications where
a wide range of spatial scales is present. Here, resolving the smallest structures as three-
dimensional objects embedded in the surrounding domain of interest might be prohibitively
expensive, e.g. alveoli in the human lungs have a typical diameter of 200µm [49], for the cap-
illaries in the cardiac muscle the diameter is even smaller 5µm [55]. One option to include
these scales into the model is order reduction. Then, the three-dimensional structures will be
modeled by PDEs posed on lower-dimensional manifolds. In case of capillaries, the radii are
negligible in comparison to their lengths and the manifold is a curve. Finally, the complete
model represents a coupling between a process in the three-dimensional bulk domain and a
possibly different process on the reduced domain. If further modeling assumptions are made
about the processes in the bulk a 2d -1d coupled problem can be obtained.

The 3d -1d models have been used e.g. by [25, 41, 22, 57] to study blood and oxygen
transport in the brain, [15] to describe fluid exchange between microcirculation and tissue
interstitium, [14] to study efficiency of cancer therapies delivered through microcirculation or

3This achievement should not be taken for granted. For example, improvements in the compiler technology
lag significantly [62].

4Assuming N = 108, and a computer delivering 1TFLOPs (for simplicity let one flop correspond to one
operation step of the method) the complexity of the algorithms translates respectively into a computational time
of one day and less than one second.
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[47] to investigate hyperthermia as a cancer treatment. Since the focus here is on handling the
domain coupling rather than on the physical applications, the coupled problems considered
in the thesis are simpler than those previously cited.

The proposed strategy of handling the coupling is to include the constraint by introducing
a new unknown, the Lagrange multiplier. This way a symmetric, indefinite system suitable for
MINRES method is obtained. A major advantage of the approach is that it allows for using
the standard and efficient preconditioners for the PDEs that describe the processes on the
involved domains. At the same time, the size of the linear system is only marginally increased.
However, establishing an efficient preconditioner for the Lagrange multiplier is not trivial and
the contribution of this work is showing how the challenge can be overcome.

Singular problem
The Neumann problem of linear elasticity describes deformation of an (elastic) body which is
not anchored in space. As such, it is a natural model to use with objects that, in the broad sense
of the word, float. Examples of such objects are ships, celestial objects [69] or human brain
[21]. Unfortunately, the absence of anchoring renders the equations of the model singular and
this fact presents an issue for the numerical methods.

In special cases, the singularity can be avoided by choosing the discretization method such
that the singular modes (rigid motions) are not present, e.g. spherical body and discretization
using spherical harmonics. A more universal approach is to artificially fix the body in space
by modified boundary conditions or by constraining the point displacement. However, these
approaches leave artifacts on the solution, e.g. [61], or result in poor convergence properties5,
see Paper IV.

This thesis discusses how the Neumann problem can be solved efficiently without resort-
ing to any of the above tricks. More specifically, an orthonormal basis of the space of rigid
motions is constructed and later employed to formulate well-posed problems suitable for MIN-
RES or CG methods. For both methods efficient preconditioners are designed.

Methods
In the following, both the multiscale problem and the Neumann problem shall be discretized
by the finite element method. Consequently, weak forms of the governing equations are con-
sidered and the problems are regarded as operator equations defined in terms of bilinear and
linear forms over suitable Hilbert spaces. The considered problems fit into an abstract frame-
work of operator preconditioning [44], see also [43], in which the structure of the discrete
preconditioners is identified by considering the properties of the continuous operators. As
the framework is an essential tool used throughout the thesis, we shall next briefly review the
main ideas.

Operator preconditioning
Let V be a Hilbert space with norm ‖·‖V . We shall denote as V ′ the space of linear functionals
defined on V , while the action of f ∈V ′ on v ∈V is written as 〈 f , v〉.

5In some sense, the statement of Archimedes “Give me the place to stand, and I shall move the Earth.” is wrong
here. Fixed points are not sufficient for the Neumann problem.
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The problems to be analyzed in the subsequent chapters are saddle point systems of the
form: Given f ∈V ′, h ∈Q ′ find u ∈V , p ∈Q such that for all test functions v ∈V , q ∈Q

a(u, v)+ b (v, p)+ b (u, q) = 〈 f , v〉+ 〈h, q〉. (1)

Here, a : V ×V →R, b : V ×Q→R and L ∈V ′×Q ′ are respectively the given bilinear and
linear forms defined over a pair of Hilbert spaces V , Q. The problem (1) can be equivalently
stated as an operator equationA x = L forA : W →W ′, W =V ×Q and x ∈W , L ∈W ′

given as
�

A B ′

B

��

u
p

�

=
�

f
h

�

(2)

with the operators A, B defined in terms of the bilinear forms a, b from (1) as

A : V →V ′, 〈Au, v〉= a(u, v) and B : V →Q ′, 〈B u, q〉= b (u, q).

Note that B ′ : Q→V ′ is the adjoint of B , 〈B u, q〉= 〈B ′q , u〉.
Let now A : W →W ′ be a symmetric isomorphism and suppose that we wish to find

the solution of a well-posed problem (2) by Krylov iterations. We refer to e.g. [26] for for-
mulation of CG and MINRES methods in the Hilbert space (infinite dimensional) setting
and only note here that in order for the methods to be well-defined, the Krylov subspaces
Kk = span{L,A L,A 2L, . . .A k−1L}, in which the approximations are sought, must make
sense. ForA : W →W ′, L ∈W ′ such a construction is not meaningful6.

For the Krylov method to be well-defined the iterations must use an isomorphism W →
W . In the framework of operator preconditioning the isomorphism is constructed asBA
where the preconditionerB : W ′→W is a symmetric positive-definite. As such, its inverse
B−1 defines an inner product on W , namely (·, ·)B = 〈B−1·, ·〉. Moreover the operatorBA
is symmetric with respect to the induced inner product

(BA x, y)B = 〈B
−1BA x, y〉= 〈A x, y〉= 〈A y, x〉= 〈B−1BA y, x〉= (BA y, x)B .

We note that the Krylov subspace constructed by applyingBA toBL ∈W is well-defined.
The needed mappingB can be obtained by the Riesz representation theorem. Thus differ-

ent norm-equivalent inner products on W ′ give rise to different spectrally equivalent precondi-
tioners. The spectral equivalence property is of practical importance since the preconditioners
are typically not equally cost efficient.

Given V , Q with their respected norms the operatorA from (2) can be shown to be an
isomorphism by verifying the Brezzi conditions [12]:

(i) There exists α∗ > 0 such that,

a(u, v)≤ α∗‖u‖V ‖v‖V for any u, v ∈V . (3a)

(ii) There exists α∗ > 0 such that for any u ∈ Z , Z = {v ∈V ; b (v, q) = 0 for all q ∈Q}

a(u, u)≥ α∗‖u‖
2
V . (3b)

6When the operator equation is discretized this fact is manifested by iterations being unbounded with respect
to the size of the linear system.
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(iii) There exists β∗ > 0 such that,

b (u, q)≤β∗‖u‖V ‖q‖Q for any u ∈V , q ∈Q. (3c)

(iv) (inf-sup condition) There exists β∗ > 0 such that

sup
v∈V

b (q , v)
‖v‖V

≥β∗‖q‖Q for any q ∈Q. (3d)

We remark that the Brezzi theorem is a special case of the result due to Babuška [5] and Nečas
[48] (see also [10, ch 3.3], [18]). Therein, the bilinear form related to A is not assumed to
have the structure (1). Note also, that if the Brezzi conditions hold, the preconditioner for
the operator equations A x = L is such that 〈B−1(u, p), (u, p)〉 = ‖u‖2

V + ‖p‖2
Q , i.e. the

preconditioner is diagonal. We finally note that the condition number of the preconditioned
operatorBA is given in terms of the constants from the inequalities (3a)–(3d), see e.g. [35].

Assuming that the Brezzi conditions hold, we shall finally solve the problem (2) numer-
ically. To this end let Vh ⊂ V , Qh ⊂ Q be the finite element subspaces and consider the
problem: Find uh ∈Vh , ph ∈Qh such that

a(uh , vh)+ b (vh , ph)+ b (uh , qh) = 〈 f , vh〉+ 〈h, qg 〉 vh ∈Vh , qh ∈Qh

or equivalentlyAh xh = Lh . Similarly, letBh denote the Galerkin approximation of the pre-
conditioner B . It is well known that for the discretization to be stable, the finite elements
must be chosen such that (3a)–(3d) are true on the discrete subspaces Vh , Qh . In particular,
discrete versions of the coercivity condition (3b) and the inf-sup condition (3d) do not fol-
low automatically from the continuous case. However, if the conditions hold, the number
of Krylov iterations onBhAh will be bounded in the discretization parameter as the conver-
gence of the method is estimated in terms of the (discrete) Brezzi constants. Such an estimate
for the MINRES method can be found e.g. in [53, ch 4.]. We note that the action ofBh is
typically expensive to compute and in the Krylov method the preconditioner is therefore re-
placed by a more practical, spectrally equivalent operator. The new preconditioner then leads
to different Brezzi constants.

To demonstrate the power of the abstract framework let us apply it to a simple example
of a 1d -0d coupled problem. Using the example we shall also illustrate some of the crucial
concepts that appear in the 2d -1d and 3d -1d coupled problems studied in Paper I and Paper
II, e.g. the trace and extension operators.

The 1d -0d coupled problem
Suppose Ω = (−1,1) and γ ∈ Ω. For consistency of notation with the rest of the work we
write∆u = d2 u/dx2 (and similarly for∇) and consider the following problem

∆u + pδγ = f in Ω,

u = 0 on ∂ Ω,
Tγ u = h at γ ,

(4)

with f , h the given data. Here u is the unknown function constrained at point γ , while the
scalar p is the Lagrange multiplier associated with the point constraint. We shall come back
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to its physical meaning later. Finally the operators Tγ (trace), δγ (mean value) are respectively
such that Tγv = v(γ ) and

∫

Ω
(δγv)(x)dx = v(γ ) for v a continuous function.

To discuss the weak form of (4) let V = H 1
0 (Ω) where the space shall be considered with

the norm ‖u‖V =
p

(∇u,∇u). Here (·, ·) denotes the L2(Ω) inner product while the corre-
sponding norm is denoted as ‖·‖. Note that the fact that ‖·‖V is indeed a norm on V follows
from Poincaré inequality, e.g. [11, ch 5.3].

As the functions in V are continuous both Tγ and δγ are continuous operators on V .
More precisely, by the fundamental theorem of calculus the estimate

〈δγ , v〉=
∫ γ

−1
∇v(x)dx ≤C‖∇v‖=C‖v‖V (5)

holds. Moreover, by Riesz representation theorem there exists a unique element gγ ∈V such

that
�

∇gγ ,∇v
�

= 〈δγ , v〉 for any v ∈ V . Note that in turn C = ‖gγ‖V in the proceeding
estimate. The function gγ is the Green’s function satisfying

∆u = δγ in Ω,

u = 0 on ∂ Ω.
(6)

The solution of (6) then reads gγ (x) =
1
2 (1−|x−γ |−xγ ) and it follows that ‖gγ‖2

V =
1
2 (1−γ

2).
Using the Green’s function we shall define extension operator Eγ : R 7→ V , Eγ : q → q gγ .
Clearly, the operator is bounded and Tγ is its inverse.

Interestingly, the Green’s function here can be linked to the famous Basel problem of sum-
ming

∑∞
k≥1

1/k2. The problem was first solved by Euler who showed the result to be π2/6, see
e.g. [17]

Remark 1 (Basel problem) Let functions uk , k ≥ 1, k ∈N be defined as

uk(x) =
¨

sin kπ
2 x k even ,

cos kπ
2 x k odd .

Then uk ∈V and pairs (uk , k2π2/4) solve the eigenvalue problem −∆uk = λk uk . Moreover, the set
{uk}∞k=1 forms an L2-orthonormal and V -orthogonal basis of V . Note that by expanding u ∈V in
the basis, it is easy to see that the smallest eigenvalueλ1 =π

2/4 is the constant of Poincaré lemma on
the space V . Indeed ‖u‖2 ≤ λ−1

1 ‖u‖
2
V can be seen to hold. A function which is particularly simple

to represent in the basis of eigenfunctions is the Green’s function. Here the expansion coefficients
are computed simply by evaluating the eigenvectors

gγ =
∞
∑

k=1

Gk uk , Gk =
〈δγ , uk〉
λk

.

Moreover, the norms are easily computable by Parseval’s equality

‖gγ‖
2
0 =

∞
∑

k=1

〈δγ , uk〉2

λ2
k

, ‖gγ‖
2
V =

∞
∑

k=1

〈δγ , uk〉2

λk

. (7)

Finally, consider g0, the Green’s function at the origin. Then g0 =
∑∞

k odd
4

π2k2 cos kπ
2 x and upon
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Figure 1: (Left) Partial sums of series of the Green’s function g0 =
1
2 (1−|x|) for different values

of N . (Right) The exact Green’s function g0 representing functional δ0 and its continuous
piecewise linear approximations g ε0,h . On a nonmathching mesh the approximations cannot
resolve the kink of the true solution within an element. The element boundaries are indicated
by dashed and dotted vertical lines.

evaluating the right hand side in (7) we have
∑∞

k odd
1/k2 = π2/8. To illustrate convergence of the

series for g0, Figure 1 plots several partial sums
∑N

k odd
4

π2k2 cos kπ
2 x.

To solve (4) the problem is recast as a saddle point system for u ∈V and a Lagrange mul-
tiplier p ∈Q, Q =R satisfying

(∇u,∇v)+ p〈δγ , v〉+ q〈δγ , u〉= 〈 f , v〉+ hq , v ∈V , q ∈Q. (8)

Equivalently, (8) defines an operator equation (2) with

〈Au, v〉= (∇u,∇v) and 〈Bq , u〉= q〈Tγ , u〉. (9)

To show that the system (8) is well posed, let us see if the Brezzi conditions hold. Clearly,
α∗ = α∗ = 1 in (3a), (3b). Moreover p〈δγ , v〉 ≤ |p| ‖g‖V ‖v‖V follows from (5). Thus if the
space Q is considered with norm ‖q‖Q = |q | then β∗ = ‖gγ‖V in (3c). On the other hand,
setting ‖q‖Q = |q | ‖gγ‖V yields β∗ = 1. We are left with verifying the inf-sup condition.
However, employing the extension 〈Eγ , q〉= q gγ it holds that

sup
v∈V

q〈δγ , v〉
‖v‖V

= sup
v∈V

q
�

∇gγ ,∇v
�

‖v‖V

≥
q
�

∇gγ ,∇gγ
�

‖gγ‖V

= q‖gγ‖V .

Thus β∗ = 1 if ‖q‖Q = |q | ‖gγ‖V and β∗ = ‖gγ‖V if ‖q‖Q = |q |.
Using the two norms of the space Q with respect to which (8) was proved well-posed we

define two preconditioners for the problem

B1 =
�

−∆
1

�−1

and Bγ =
�

−∆
‖gγ‖2

V

�−1

. (10)
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Here,B1 corresponds to considering the space Q with |·| norm, while withBγ the norm is
‖p‖Q = |p| ‖gγ‖V . Obviously, the preconditionerBγ is less practical of the two as it involves
solving a global problem (6) in order to find the norm of the Green’s function. However,
here the quantity is easily obtained, ‖gγ‖2

V =
1
2 (1 − γ

2). Moreover, as is shown next, the
preconditioner is independent of the location of the point constraint.

Consider now the eigenvalue problem for operatorA with the preconditioners (10): Find
(u, p,λ) ∈V ×Q ×R such that

(∇u,∇v)+ p〈δγ , v〉+ q〈δγ , u〉= λ (∇u,∇v)+Cλpq , v ∈V , q ∈Q. (11)

Here C takes the values 1 or ‖gγ‖2
V depending on whetherB1 orBγ is considered. We show

that there are at most three distinct eigenvalues. First suppose that p = 0. By testing (11) with
(v, q) = (0,1) it can be seen that u ∈V must be such that 〈δγ , u〉 = 0, i.e. u is orthogonal to
gγ in the inner product of V . For such u the eigenvector (u, 0) has an eigenvalue λ= 1. Next
suppose u = gγ . Then (11) reads

〈δγ , v〉+ p〈δγ , v〉+ q〈δγ , gγ 〉= λ〈δγ , v〉+Cλpq , v ∈V , q ∈Q.

Testing by (0,1) yields p = C−1λ−1‖gγ‖2
V . Further, testing by (gγ , 0) and using p yields a

quadratic equation with roots

λ=
1±

Ç

1+
4‖gγ ‖2V

C

2
, (12)

which for the considered choices of C become

λ=
1±

p

1+ 2(1− γ 2)
2

and λ=
1±
p

5
2

.

Note that for C = 1, i.e. B1 preconditioner, the spectrum depends on the location of γ . In
fact, for γ approaching the boundary the smallest eigenvalue goes to zero. This is consistent
with the fact that having γ =±1 would enforce boundary conditions which are already built
into the function space V and thus (8) becomes singular. However, the preconditionerB1 is
never singular. For preconditioner Bγ the spectrum is constant and therefore independent
of γ . We remark that the discrete version ofBγ is the Schur complement preconditioner of
[46].

Before considering the discrete setting, we shall come back, as promised, to the meaning
of the Lagrange multiplier p.

Remark 2 (Interpretation of Lagrange multiplier) Observe that by integrating by parts

(∇u,∇v) =
∫ γ

−1
∇u(x)∇v(x)dx +

∫ 1

γ

∇u(x)∇v(x)dx = {∇u(γ−)−∇u(γ+)}+ 〈−∆u, v〉.

Upon inserting the above into (8) and testing the equation with (v, 0) we then obtain

{∇u(γ−)−∇u(γ+)}v(γ )− pv(γ ) = 0, v ∈V ,γ ∈Ω.

The Lagrange multiplier therefore represents a jump of the derivative of u at point γ . Thus, p = 0
is necessary for u ∈ H 2(Ω). We remark that the relation of p to flux of u is to be expected. In [6]
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the use of Lagrange multipliers for enforcing boundary conditions is studied and it is shown that
p =−∇u · n as functionals in H − 1

2(∂ Ω). Here n is the outer normal of the boundary.

Finally, the remaining ingredient in the framework of operator preconditioning is a stable
finite element discretization of the problem (1). Here we shall see that the spaces Vh ⊂V made
of continuous linear Lagrange elements are suitable. To simplify the discussion we impose
certain restrictions on the discretization of Ω. Namely, the mesh (subsequently referred to as
matching) shall be such that γ is its vertex.

From the four discrete Brezzi conditions only the inf-sup condition is not immediately
evident. To show that it indeed holds, let u ∈V be given, and suppose uh ∈Vh is defined as a
solution of

(∇uh ,∇v) = (∇u,∇v) v ∈Vh . (13)

By Lax-Milgram theorem the problem (13) is well-posed and we have ‖uh‖V ≤ ‖u‖V . Further,
as the Green’s function gγ ∈V is piecewise linear with a kink at γ , it is exactly represented in
Vh . More precisely, gγ = Ih gγ where Ih : V → Vh is the nodal interpolant. Further, setting
v = gγ in (13) it follows that

0=
�

∇(u − uh),∇gγ
�

= 〈δγ , u − uh〉. (14)

Here, the last equality is due to property of the Green’s function and u − uh ∈ V . With
mapping Πh : u 7→ uh the discrete inf-sup condition follows from the continuous one by the
Fortin’s criterion, e.g. [10, ch 4.4]

sup
uh∈Vh

qh〈δγ , uh〉
‖uh‖V

≥ sup
u∈V

qh〈δγ ,Πh u〉
‖Πh u‖V

= sup
u∈V

qh〈δγ , u〉
‖Πh u‖V

≥ sup
u∈V

qh〈δγ , u〉
‖u‖V

≥β∗‖qh‖Q .

Here the last inequality is due to the continuous inf-sup condition.
In caseδγ is not supported by a mesh vertex (nonmatching mesh), uh defined in (13) is not a

Fortin projector since 〈δγ , u−uh〉 6= 0 in general. We mark that the discrete inf-sup condition
still holds, but a modified projector is required to show the result. Moreover, convergence of
the approximation may be suboptimal. One option to recover optimal convergence is then
the extended finite element method, see e.g. [7].

The fact that (14) does not hold on a nonmatching mesh is illustrated in Figure 1 for special
case of u = g0. In the figure γ = 0 is contained in a cell with volume h such that the distance
from the point to the left edge is ε. We observe that the numerical Green’s function g ε0,h
defined by (13) matches g0 everywhere but inside the intersected cell where it cannot resolve
the kink of g0. In turn the condition (14) cannot be met. However, the error |u(γ )− uh(γ )|=
|〈δγ , u − uh〉| can be controlled.

Remark 3 (Approximation error at γ ) The error of the numerical Green’s function on a non-
matching mesh can be obtained by a direct calculation

‖gγ − g εγ ,h‖
2
V =

ε(h − ε)
h

. (15)

Note that the estimate ‖gγ−g εγ ,h‖V ≤
1
2

p
h follows from the equality. Further, recall the property of

the Green’s function, 〈δγ , v〉= v(γ ), v ∈V , and the Galerkin orthogonality of the approximation
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i 0 1 2 3 4 5 6
κ1 3.732 4.442 6.416 10.438 18.462 34.479 66.489
κγ 2.618 2.618 2.618 2.618 2.618 2.618 2.618

Table 1: Spectral condition number κ= λmax/λmin of the eigenvalue problem (16) for γ =−1+
2−i . As the point approaches the boundary, the condition number of theB1-preconditioned
system grows. WithBγ the condition number is constant at κγ = 1+

p
5/
p

5− 1, cf. the eigen-
values (12).

g εγ ,h , that is
�

∇(gγ − g εγ ,h),∇v
�

= 0, v ∈Vh . Then

|u(γ )− uh(γ )|=
�

∇gγ ,∇(u − uh)
�

=
�

∇(gγ − g εγ ,h),∇(u − uh)
�

≤‖gγ − g εγ ,h‖V ‖u − uh‖V ≤
1
2

p
h‖u − uh‖V .

In particular, if the continuous and the numerical Green’s functions are equal, as is the case with
matching mesh, u and uh are equal at γ . In general, the pointwise error decreases at faster rate
than the error measured in the energy norm. We note that the argument above was used in [20],
see also [66, ch 3.4], to study pointwise (super-)convergence of finite element solutions.

To verify the results of the analysis we shall perform two numerical experiments. First,
(11) is tested by considering a generalized eigenvalue problem

�

A T>

T

�

�

u

p

�

= λBi
−1
�

u

p

�

, i ∈ {1,γ} (16)

where B−1
i = diag(A,C ) and, as in the continuous case, C = 1 or C = ‖gγ‖2

V for i = 1 or
i = γ respectively. Matrices A, T then represent the Galerkin approximations of operators A,
B defined in (9) in the basis of Vh and Qh .

Table 1 confirms the theoretical conclusions. In particular, the Schur complement precon-
ditionerBγ leads to a constant condition number 7 regardless of the position of the constrained
point γ . As predicted, for B1 the condition number increases as γ approaches the boundary.

In the second experiment the approximation properties and the convergence of the itera-
tive method will be of interest. To this end (8) is considered with f = 25π2 cos 5π

2 x, h = 2,
γ = 0 and discretized with (stable) continuous linear Lagrange elements using both matching
and nonmatching meshes. The related preconditioned linear system

B̃1

�

A T>

T

�

�

u

p

�

= B̃1

�

f

h

�

is then solved with MINRES 8. Here B̃1 is a spectrally equivalent and cost efficient approxi-
mation of the preconditioner B1. The operator used a single sweep of algebraic multigrid to
approximate A−1.

The error convergence of the proposed discretization is shown in Figure 2. Using the
matching meshes, linear and quadratic convergence is observed respectively for uh and ph .

7For each γ , the listed condition number is computed on a series of refined meshes until |κh −κ2h | < 10−8,
where κh is the element size h. Then we set κ= κh .

8Random initial vector was used to start the iterations. The stopping criterion for the norm of the precondi-
tioned residual was set to 10−13.
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Figure 2: Error convergence of the finite element method for (8) using piecewise linear con-
tinuous Lagrange elements. On a matching discretization the convergence is optimal. Non-
matching discretization with constrained point inside an element yields suboptimal conver-
gence.

With nonmatching meshes the orders are halved, cf. Remark 3. Regarding the efficiency of
the constructed preconditioner, we note that approximately four MINRES iterations were
required regardless of the mesh size h. Moreover, the number of iterations was not effected
by varying γ . This observation is to be expected as dimQh = 1 and thus the spectrum is
dominated by the Poisson problem for which multigrid is an optimal preconditioner, see [68,
4].

Having successfully found an efficient preconditioner for the coupled 1d -0d problem, we
shall comment on some of the upcoming challenges which cannot be appreciated on the simple
example. First, the multiplier space here, Q = R, is deceivingly simple; the Lagrange multi-
plier is a single number. In the 2d -1d and 3d -1d coupled problems studied in the papers Q
becomes an infinite dimensional Hilbert space. Further, due to functions H 1

0 (Ω), Ω= (−1,1),
being continuous, the range of the trace operator here is simply R. Characterizing the trace
space in the later problems is far more involved. Finally, unlike here, there will be a PDE
posed on the lower dimensional manifold.

Let us also briefly comment on the role of the abstract framework of operator precondi-
tioning for the singular problems such as the Neumann problem of linear elasticity. A possible
approach to transform a singular system into a well-posed one is to require orthogonality of
the solution and the singular modes. This constraint is enforced by Lagrange multipliers and
the new problem then takes the form of the saddle-point system (1). At this point the abstract
framework can be applied to establish well-posedness and obtain a preconditioner. A simple
example which could be used for illustration here is the singular Poisson problem with a one di-
mensional nullspace of constant functions. However, the problem is sufficiently well-known,
see e.g. [8], and we therefore choose not to include it here.

We conclude the introduction by providing a summary of the papers that form the main
body of the thesis.
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Summary of the Papers

Paper I M. KUCHTA, M. NORDAAS, J. C. G. VERSCHAEVE, M. MORTENSEN, AND
K.-A. MARDAL,
Preconditioners for saddle point systems with trace constraints coupling 2d and 1d
domains,
SIAM Journal on Scientific Computing, 38 (2016), pp. B962–B987.

Paper II M. KUCHTA, K.-A. MARDAL, AND M. MORTENSEN,
On preconditioning saddle point systems with trace constraints coupling 3d and 1d
domains – applications to matching and nonmatching fem discretizations,
SIAM Journal on Scientific Computing, (2016). Submitted.

Paper III M. KUCHTA, K.-A. MARDAL, AND M. MORTENSEN,
Characterisation of the space of rigid motions in arbitrary domains,
in Proc. of 8th National Conference on Computational Mechanics, Barcelona,
Spain, 2015, CIMNE.

Paper IV M. KUCHTA, K.-A. MARDAL, AND M. MORTENSEN,
On the singular Neumann problem in linear elasticity,
Numerical Linear Algebra with Applications, (2016). Submitted.

Paper I
The paper is concerned with preconditioning of a model coupled 2d -1d problem

−∆Ωw + εδΓ p = f in Ω,
−∆Γ v − p = g on Γ ,
εTΓw − v = 0 on Γ .

(17)

Here Ω ⊂ R2 while Γ ⊂ Ω is a curve such that ∂ Γ ∈ ∂ Ω. The system is considered with
homogeneous Dirichlet boundary conditions. Recasting (17) as a saddle point system, two
different preconditioners

BQ =





−∆Ω
−∆Γ

−ε2∆−
1
2

Γ −∆
−1
Γ





−1

,BW =





−∆Ω+T ′Γ (−ε
2∆Γ )TΓ

−∆Γ
−∆−1

Γ





−1

are derived within the framework of operator preconditioning [44]. To this end existence and
uniqueness of the weak solution are shown using the Brezzi theory [12] with the solution
(u, v, p) ∈W ×V ×Q where the spaces are respectively

H 1
0 (Ω)×H 1

0 (Γ )×
�

εH− 1
2(Γ )∩H−1 (Γ )

�

and
�

H 1
0 (Ω)∩ εH 1

0 (Γ )
�

×H 1
0 (Γ )×H−1 (Γ ) .

Consequently, finite element discretization of the problem is discussed. The discrete inf-sup
condition is shown to be satisfied with the discrete spaces from continuous linear Lagrange
elements and meshes of Γ and Ω such that the cells of the former are edges in the latter mesh
(matching meshes). The discrete approximation of BW then uses standard preconditioners
(multigrid and LU factorization) for the individual blocks. In case ofBQ the approximation
of the fractional Laplacian is constructed by spectral decomposition. Finally, numerical exper-
iments are presented which show robustness of both preconditioners with respect to ε and the
discretization parameter. Moreover, computational efficiency is assessed. For the considered

12



examples, the costs of both preconditioners are similar, however, the generalized eigenvalue
problem used to approximateBQ can become a burden for large meshes of Γ . To address the
issue mass lumping is shown to work as a simple trick that reduces the computational cost.

The main novelty and contribution of the paper is the mathematical analysis of the two
proposed preconditioners. Altogether a complete and efficient algorithm for obtaining the
numerical solution of (17) is presented.

In the future, it would be interesting to apply the proposed ideas to real-life applications.
To this end the results might have to be extended to different equations, e.g. advection-
diffusion or Stokes flow. Further, if the preconditionerBQ (or similar operator using map-
pings in the fractional Sobolev spaces) is to be applied in large scale computations, e.g. 3d -2d
coupling, a more efficient realization of the approximation needs to be used. Here, domain
embedding preconditioners [59, 30] or Lanczos iterations as presented e.g. in [2, 3] are promis-
ing methods. Finally, a natural extension of this work is to consider preconditioning of 3d -1d
coupled problems.

Paper II
This paper extends Paper I in several ways. In particular coupling between the domainsΩ⊂R3

and Γ ⊂Ω a manifold of codimension two is discussed. Moreover, finite element discretization
with nonmatching (cf. summary of Paper I) triangulations is considered. Finally, in addition
to piecewise linear continuous Lagrange elements, the Lagrange multiplier space is also ap-
proximated by piecewise constant elements. The considered example of a 3d -1d problem is

−∆Ωw +w +δΓ p = f in Ω,
−∆Γ v + v − p = g on Γ ,

TΓw − v = 0 on Γ ,
(18)

equipped (for the ease of implementation) with homogeneous Neumann boundary condi-
tions.

The main contribution of the paper is establishing a robust preconditioner for the model
problem (18). The structure of the discrete preconditioner is motivated by ideas of Paper I

Bh =





−∆Ω,h + IΩ,h
−∆Γ + IΓ ,h

−∆s
Γ ,h −∆

−1
Γ ,h





−1

.

Here, however, the exponent of the fractional Laplacian is not derived from theory since estab-
lishing a well-defined continuous trace operator TΓ requires higher than H 1 regularity. The
discrete trace operator, on the other hand, is well defined as the considered finite element
functions are continuous. The focus is therefore on numerical experiments which identify
the exponent s that leads to stable numerical behavior. Using a simplified 3d -1d coupled
problem a range of such exponents is identified in interval (−0.2,−0.1). Taking s =−0.14, it
is demonstrated thatBh is a suitable preconditioner for (18). The preconditioner uses stan-
dard multigrid for the two leading blocks while spectral decomposition is used for the trailing
block. The preconditioner is further shown to work with nonmatching triangulations and
the multiplier space constructed from continuous piecewise linear and discontinuous piece-
wise constant Lagrange elements. For inf-sup stability of both discretizations, the restriction
on the mesh sizes of Ω, Γ inspired by 2d -1d problems, see e.g. [16, 54], is shown to be crucial.
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A weakness of the presented work is the missing theoretical foundation as the precondi-
tioner was established by reasoning about the discrete rather than the continuous problem.
Putting the preconditioner on a proper mathematical footing is therefore a natural direction
for the future work. We would further like to apply the preconditioner to practical appli-
cations in biomechanics. A challenge here might be the nature of domain Γ , which in the
applications often resembles a space-filling curve, cf. [41, 22, 57].

Paper III
This conference paper compares two approaches for solving the singular Neumann problem
of linear elasticity

−∇ ·σ(u) = f in Ω,
σ(u) = 2µε(u)+λ(∇ · u)I in Ω,

σ(u) · n = h on ∂ Ω.
(19)

In the first case, the kernel of rigid motions is handled on a discrete level by solving the positive
semi-definite linear system by (preconditioned) conjugate gradient method with a nullspace
of the discrete operator passed to the solver. Alternatively, the singularity is dealt with on a
continuous level and the orthonormal basis of the space of rigid motions is used to formulate
a variational problem which upon discretization yields a positive definite linear system. In
both cases finite element discretization is used. It is shown by numerical experiments that the
solutions due to the first method may be wrong approximations in the H 1 norm if the mesh
of Ω is nonuniform (or anisotropically refined). Similar observation was made in [8]. The
second approach gives optimal convergence even in this case.

The novelty of this paper is the construction of the orthonormal basis of the space of rigid
motions based on a tensorial quantity which describes rotational energy of the body with
respect to its center of mass c . The tensor I with components

Ii j =
∫

Ω

(x − c) · (x − c)δi j +(x − c)i (x − c) j dx

is known in classical mechanics as inertia tensor of Ω, e.g. [27], however, its application in
numerical methods for (19) is new.

As the focus of the paper is mainly on handling the rigid motions and numerical experi-
ments, several aspects of the methods are omitted. Most notably, a thorough discussion of the
preconditioning, in particular robustness with respect to Lamé constants, is missing. These
aspects are left for future work.

Paper IV
The final paper discusses well-posedness of different variational formulations of the singular
problem of linear elasticity with an aim to derive parameter robust preconditioners for the
resulting equations. The formulations from Paper III are included and in this sense Paper IV
is a completion and extension of the previous work. With µ ≥ λ robust preconditioners are
established for Lagrange multiplier formulation of (19) and the two formulations from Paper
III. To derive robust preconditioner in case λ� µ a new variable, solid pressure p = λ∇ · u,
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is introduced leading to a singular system

∇ · (2µε(u))−∇p = f in Ω,
λ∇ · u − p = 0 in Ω,
σ(u) · n = h on ∂ Ω.

(20)

Here the established preconditioner is similar to [33, 34].
The main contribution of the paper is that it presents, in a systematic way, the different

approaches to solving singular systems with a finite dimensional kernel of which the Neumann
problem in linear elasticity is an example.

Among the future extensions of this work is extending the ideas to different material mod-
els, e.g. poroelasticity or hyperelasticity. Another fruitful direction are the practical applica-
tions.

Additional Works
In addition to the summarized articles, three other papers have been written during the course
of the project. Their brief summary is provided below.

Paper [45] presents a simple Python library for computing deformation of a plate-beam
system governed by

∫

Ω

|∆U |2(x)dx − 2
∫

Ω

U (x)F (x)dx
n
∑

i=1

∫

Γi

|∆ui |
2(t )dt − 2

∫

Γi

ui (t ) fi (t )dt















→min

subject to n constraints
εTΓi U − ui = 0.

Here U , ui and F , fi are respectively the deflections and loads of the plate occupying the do-
main Ω ⊂ R2 and the beams Γi ⊂ Ω which are one dimensional curves. The above system
is an example of a problem where equations on domains with different dimensionality are
coupled. In fact, this problem motivated the later Papers I and II. The focus here is on the im-
plementation which uses the Galerkin method with eigenfunctions of the related biharmonic
operator as the basis functions and utilizes symbolic computations (Sympy [67]) to assemble
the discrete problem. The paper also features a discussion of the conditioning of the assembled
linear system for the case n = 1 using H−2 norm as the preconditioner for the Schur comple-
ment. The preconditioner improved markedly the condition number of the system, however,
in the light of the findings from Paper I, the preconditioner was not optimal and ε robust. In
particular, the proposed norm ignores the intersection structure of the multiplier space and is
therefore a good approximation only for the case ε� 1.

In [28] the drug delivery via injection into the spinal chord is studied by simulating the
flow of cerebrospinal fluid and the therapeutic agent using the Navier-Stokes equations cou-
pled to the equation for advection of a passive scalar. Following [32] the algorithm used for
the transport problem was implemented for FEniCS [42, 1] by Mikael Mortensen and the
author. In the flow regimes dominated by convection, the method based on Lagrangian parti-
cle tracking showed more robust properties than the techniques used with the finite element
discretization (and the Eulerian description of the flow) such as SUPG [13, 9] or stabilized dis-
continuous Galerkin method [19, ch 2., 3.]. The main outcome of the study are indications
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of injection locations and angles which lead to faster spread of the drug.
Finally, [36] is concerned with simulations of the free surface Stokes flow with high density

and viscosity ratios for the purpose of investigating the evolution history of Saturn’s moon
Iapetus. In particular, the moon’s large flattening and its connection with giant impact craters
observed on the surface are of interest. The paper is an extension of the author’s master thesis
work where the foundations of the numerical code were laid. The study concludes that a
collision with an external body is a plausible explanation for the current shape.
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MORTENSEN†‡ , AND KENT-ANDRE MARDAL†‡

Abstract. We study preconditioners for a model problem describing the coupling of two ellip-
tic subproblems posed over domains with different topological dimension by a parameter dependent
constraint. A pair of parameter robust and efficient preconditioners is proposed and analyzed. Ro-
bustness and efficiency of the preconditioners is demonstrated by numerical experiments.

Key words. preconditioning, saddle-point problem, Lagrange multipliers
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1. Introduction. This paper is concerned with preconditioning of multiphysics
problems where two subproblems of different dimensionality are coupled. We assume
that Γ is a submanifold contained within Ω ∈ Rn and consider the following problem:

−∆u+ εδΓp = f in Ω,(1a)

−∆v − p = g on Γ,(1b)

εu− v = 0 on Γ,(1c)

where δΓ is a function with properties similar to the Dirac delta function, as will be
discussed later. To allow for a unique solution (u, v, p), the system must be equipped
with suitable boundary conditions, and we shall here, for simplicity, consider homoge-
neous Dirichlet boundary conditions for u and v on ∂Ω and ∂Γ, respectively. We note
that the unknowns u, v are here the primary variables, while the unknown p should
be interpreted as a Lagrange multiplier associated with the constraint (1c).

The two elliptic equations that are stated on two different domains, Ω and Γ, are
coupled, and therefore the restriction of u to Γ and the extension of p to Ω are crucial.
When the codimension of Γ is one, the restriction operator is a trace operator, and
the extension operator is similar to the Dirac delta function. We note that ε ∈ (0, 1)
and that the typical scenario will be that ε� 1. We will therefore focus on methods
that are robust in ε.

The problem (1a)–(1c) is relevant to biomedical applications [18, 15, 2, 17] where it
models the coupling of the porous media flow inside tissue to the vascular bed through
Starling’s law. Further, problems involving coupling of the finite element method
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and the boundary element method, e.g., [24, 26], are of the form (1). The system
is also relevant for domain decomposition methods based on Lagrange multipliers
[32]. Finally, in solid mechanics, the problem of plates reinforced with ribs (cf., for
example, [44, Ch. 9.11]) can be recast into a related fourth order problem. We also
note that the techniques developed here to address the constraint (1c) are applicable in
preconditioning fluid-structure interaction problems involving interactions with thin
structures, e.g., filaments [22].

One way of deriving equations (1) is to consider the following minimization prob-
lem:

(2)

∫

Ω

(∇u)2 − 2uf dx
∫

Γ

(∇v)2 − 2vg ds




→ min

subject to the constraint

(3) εu− v = 0 on Γ.

Using the method of Lagrange multipliers, the constrained minimization problem will
be recast as a saddle-point problem. The saddle-point problem is then analyzed in
terms of the Brezzi conditions [13], and efficient solution algorithms are obtained using
operator preconditioning [35]. A main challenge is the fact that the constraint (3)
necessitates the use of trace operators, which leads to operators in fractional Sobolev
spaces on Γ.

An outline of the paper is as follows: Section 2 presents the necessary notation and
mathematical framework needed for the analysis. Then the mathemathical analysis
as well as the numerical experiments of two different preconditioners are presented
in sections 3 and 4, respectively. Section 5 discusses the computational efficiency of
both methods.

2. Preliminaries. Let X be a Hilbert space of functions defined on a domain
D, and let ‖ · ‖X denote its norm. The L2 inner product on a domain D is denoted
(·, ·)D or

∫
D
·, while 〈·, ·〉D denotes the corresponding duality pairing between a Hilbert

space X and its dual space X∗. We will use Hm = Hm(D) to denote the Sobolev
space of functions on D with m derivatives in L2 = L2(D). The corresponding norm
is denoted ‖ · ‖m,D. In general, we will use Hm

0 to denote the closure in Hm of the
space of smooth functions with compact support in D, and the seminorm is denoted
as | · |m,D.

The space of bounded linear operators mapping elements of X to Y is denoted
L(X,Y ), and if Y = X, we simply write L(X) instead of L(X,X). If X and Y are
Hilbert spaces, both continuously contained in some larger Hilbert space, then the
intersection X ∩ Y and the sum X + Y are both Hilbert spaces with norms given by

‖x‖2X∩Y = ‖x‖2X + ‖x‖2Y and ‖z‖2X+Y = inf
x∈X,y∈Y
z=x+y

(‖x‖2X + ‖y‖2Y ).

In the following Ω ⊂ Rn is an open connected domain with Lipschitz boundary
∂Ω. The trace operator T is defined by Tu = u|Γ for u ∈ C(Ω) and Γ a Lipschitz
submanifold of codimension one in Ω. The trace operator extends to bounded and
surjective linear operator T : H1(Ω) → H

1
2 (Γ); see, e.g., [1, Ch. 7]. The fractional

Sobolev space H
1
2 (Γ) can be equipped with the norm

(4) ‖u‖2
H

1
2 (Γ)

= ‖u‖2L2(Γ) +

∫

Γ×Γ

|u(x)− u(y)|2
|x− y|n+1

dxdy.
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However, the trace is not surjective as an operator from H1
0 (Ω) into H

1
2 (Γ); in

particular, the constant function 1 ∈ H 1
2 (Γ) is not in the image of the trace operator.

Note that H
1
2

0(Γ) does not characterize the trace space, since H
1
2

0(Γ) = H
1
2 (Γ); see [30,

Ch. 2, Thm. 11.1]. Instead, the trace space can be identified as H
1
2

00(Γ), defined as
the subspace of H

1
2 (Γ) for which extension by zero into H

1
2 (Γ̃) is continuous, for some

suitable extension domain Γ̃ extending Γ (e.g., Γ̃ = Γ∪ ∂Ω). To be precise, the space
H

1
2

00(Γ) can be characterized with the norm

(5) ‖u‖
H

1
2

00(Γ)
= ‖ũ‖H 1

2 (Γ̃), ũ(x) =

{
u(x), x ∈ Γ,

0, x /∈ Γ.

The spaceH
1
2

00(Γ) does not depend on the extension domain Γ̃, since the norms induced
by different choices of Γ̃ will be equivalent.

The above norms (4)–(5) for the fractional spaces are impractical from an imple-
mentation point of view, and we will therefore consider the alternative construction
following [30, Ch. 2.1] and [16]. For u, v ∈ H1

0 (Γ), set Lu(v) = (u, v)Γ. Then Lu
is a bounded linear functional on H1

0 (Γ), and in accordance with the Riesz–Fréchet
theorem there is an operator S ∈ L

(
H1

0 (Γ)
)

such that

(6) (Su,w)H1
0 (Ω) = Lu(w) = (u,w)Γ , u, w ∈ H1

0 (Γ).

The operator S is self-adjoint, positive definite, injective, and compact. Therefore,
the spectrum of S consists of a nonincreasing sequence of positive eigenvalues {λk}∞k=1

such that 0 < λk+1 ≤ λk and λk → 0; see, e.g., [48, Ch. X.5, Thm. 2]. The eigenvectors
{φk}∞k=1 of S satisfy the generalized eigenvalue problem

Aφk = λ−1
k Mφk,

where operators A,M are such that 〈Au, v〉Γ = (∇u,∇v)Γ and 〈Mu, v〉Γ = (u, v)Γ.
The set of eigenvectors {φk}∞k=1 forms a basis of H1

0 (Γ) orthogonal with respect to
the inner product of H1

0 (Γ) and orthonormal with respect to the inner product on
L2(Γ). Then for u =

∑
k ckφk ∈ span {φk}∞k=1 and s ∈ [−1, 1], we set

(7) ‖u‖Hs
=

√∑

k

c2kλ
−s
k

and define Hs to be the closure of span {φk}∞k=1 in the above norm. Then H0 = L2(Γ)

and H1 = H1
0 (Γ) with equality of norms. Moreover, we have H 1

2
= H

1
2

00(Γ) with

equivalence of norms. This essentially follows from the fact that H 1
2

and H
1
2

00(Γ)
are closely related interpolation spaces; see [16, Thm. 3.4]. Note that we also have
H−1 = (H1

0 (Γ))∗ = H−1(Γ) and H− 1
2

= (H
1
2

00(Γ))∗ = H−
1
2 (Γ).

As the preceding paragraph suggests, we shall use the normal font to denote linear
operators, e.g., A. To signify that the particular operator acts on a vector space with
multiple components, we employ the calligraphic font, e.g., A. Vectors and matrices
are denoted by the sans serif font, e.g., A and x. In the case when the matrix has
a block structure, it is typeset with the blackboard bold font, e.g., A. Matrices and
vectors are related to the discrete problems as follows (see also [35, Ch. 6]). Let
Vh ⊂ H1

0 (D), and let the discrete operator Ah : Vh → V ∗h be defined in terms of the
Galerkin method:

〈Ahuh, vh〉D = 〈Au, vh〉D for uh, vh ∈ Vh and u ∈ H1
0 (D).
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Let ψj , j ∈ [1,m] be the basis functions of Vh. The matrix equation,

Au = f, u ∈ Rm and f ∈ Rm,

is obtained as follows: Let πh : Vh → Rm and µh : V ∗h → Rm be given by

vh =
∑

j

(πhvh)j ψj , vh ∈ Vh, and (µhfh)j = 〈fh, ψj〉D, fh ∈ V ∗h .

Then
A = µhAhπ

−1
h , v = πhvh, f = µhfh.

A discrete equivalent to the Hs inner product (7) is constructed in the following
manner, similarly to the continuous case. There exist a complete set of eigenvectors
ui ∈ Rm with the property uj

>Mui = δij and m positive definite (not necessarily dis-
tinct) eigenvalues λi of the generalized eigenvalue problem Aui = λiMui. Equivalently,
the matrix A can be decomposed as A = (MU) Λ(MU)

>
with Λ = diag (λ1, . . . , λm)

and coliU = ui so that U>MU = I and U>AU = Λ. We remark that A is the stiffness
matrix, while M is the mass matrix.

Let now H : R → Psym, where Psym denotes the space of symmetric positive
definite matrices, be defined as

(8) H(s) = (MU) Λs(MU)
>
.

Note that, due to M orthonormality of the eigenvectors, the inverse of H(s) is given

as H(s)
−1

= UΛ−sU>. To motivate the definition of the mapping, we shall in the
following example consider several values H(s) and show the relation of the matrices
to different Sobolev (semi)norms of functions in Vh.

Example 1 (L2, H1
0 , and H−1 norms in terms of matrices). Let Vh ⊂ H1

0 (Γ),
dimVh = m, vh ∈ Vh, and v ∈ Rm be the representation of vh in the basis of Vh, i.e.,
v = πhvh. The L2 norm of vh is given through the mass matrix M as ‖vh‖20,Γ = v>Mv

and M = H(0). Similarly for the H1
0 (semi)norm, it holds that |vh|21,Γ = v>Av, where

A is the stiffness matrix, and A = H(1). Finally, for a less trivial example, let fh ∈ Vh,
and consider fh as a bounded linear functional, 〈fh, vh〉Γ = (fh, vh)Γ for vh ∈ Vh.
Then ‖fh‖2−1,Γ = f>H(−1) f. By the Riesz representation theorem there exists a unique
uh ∈ Vh such that (∇uh,∇vh)Γ = 〈fh, vh〉Γ for all vh ∈ Vh and ‖fh‖−1,Γ = |uh|1,Γ.
The latter equality yields ‖fh‖2−1,Γ = u>Au, but since uh ∈ Vh is given by the Riesz
map, the coordinate vector comes as a unique solution of the system Au = Mf, i.e.,
u = A−1Mf (see, e.g., [33, Ch. 3]). Thus ‖fh‖2−1,Γ = f>MA−1Mf. The matrix product
in the expression is then H(−1).

In general, let c be the representation of vector u ∈ Rm in the basis of eigenvectors
ui, u = Uc. Then

u>H(s) u = c>Λsc =
∑

j

c2jλ
s
j ,

and so u>H(s) u = ‖uh‖2Hs
for uh ∈ Vh such that uh = π−1

h u. Similarly to the
continuous case, the norm can be obtained in terms of powers of an operator

u>H(s) u =
[
UΛ

s
2 (MU)

>u
]>

M
[
UΛ

s
2 (MU)

>u
]

=
[
S−

s
2 u
]>

M
[
S−

s
2 u
]
,

where S = A−1M is the matrix representation of the Riesz map H−1 (Γ)→ H1
0 (Γ) in

the basis of Vh.
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Remark 2. The norms constructed above for the discrete space are equivalent to,
but not identical to, the Hs-norm from the continuous case.

Before considering proper preconditioning of the weak formulation of problem
(1), we illustrate the use of operator preconditioning with an example of a boundary
value problem where operators in fractional spaces are utilized to weakly enforce the
Dirichlet boundary conditions by Lagrange multipliers [6].

Example 3 (Dirichlet boundary conditions using the Lagrange multiplier). The
problem considered in [6] reads as follows: Find u such that

(9)

−∆u+ u = f in Ω,

u = g on Γ ⊂ ∂Ω,

∂nu = 0 on ∂Ω \ Γ.

Introducing a Lagrange multiplier p for the boundary value constraint and a trace
operator T : H1(Ω) → H

1
2 (Γ) leads to a variational problem for (u, p) ∈ H1 (Ω) ×

H−
1
2 (Γ) satisfying

(10)
(∇u,∇v)Ω + (u, v)Ω + 〈p, Tv〉Γ = (f, v)Ω , v ∈ H1 (Ω) ,

〈q, Tu〉Γ = 〈q, g〉Γ, q ∈ H− 1
2 (Γ) .

In terms of the framework of operator preconditioning, the variational problem (10)
defines an equation

(11) Ax = b, where A =

[
−∆Ω + I T ′

T 0

]
.

In [6] the problem is proved to be well-posed, and therefore A : V → V ∗ is a symmetric
isomorphism, where V = H1 (Ω) ×H− 1

2 (Γ) and x ∈ V , b ∈ V ∗. A preconditioner is
then B ∈ L (V ∗, V ), constructed such that B is a positive, self-adjoint isomorphism.
Then BA ∈ L (V ) is an isomorphism.

To discretize (11) we shall here employ finite element spaces Vh consisting of linear
continuous finite elements where Γh is formed by the facets of Ωh; cf. Figure 1. The
stability of discretizations of (10) (for the more general case where the discretization
of Ω and Γ are independent) is studied, e.g., in [40] and [42, Ch. 11.3].

The linear system resulting from discretization leads to the following system of
equations:

(12) BAx = Bb,

where

B =

[
A−1

H
(
− 1

2

)−1

]
and A =

[
A B>

B

]
.

The last block of the matrix preconditioner B is the inverse of the matrix constructed
by (8) (using discretization of an operator inducing the H1(Γ) norm on the second
subspace of Vh), and matrix BA has the same eigenvalues as operator BhAh.

Tables 1 and 2 consider the problem (10) with Ω the unit square and Γ its left
edge. In Table 1 we show the spectral condition number of the matrix BA as a function
of the discretization parameter h. It is evident that the condition number is bounded
by a constant.
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Table 1
The smallest and the largest eigen-

values and the spectral condition number
of matrix BA from system (12).

h λmin λmax κ
1.77× 10−1 0.311 1.750 5.622
8.84× 10−2 0.311 1.750 5.622
4.42× 10−2 0.311 1.750 5.622
2.21× 10−2 0.311 1.750 5.622
1.11× 10−2 0.311 1.750 5.622

Table 2
The number of iterations required for convergence

of the minimal residual method for system (12) with B
replaced by the approximation (13).

Size niters ‖u− uh‖1,Ω
4290 38 6.76× 10−2(1.00)
16770 40 3.38× 10−2(1.00)
66306 38 1.69× 10−2(1.00)
263682 38 8.45× 10−3(1.00)
1051650 39 4.23× 10−3(1.00)

Table 2 then reports the number of iterations required for convergence of the
minimal residual method [38] with the system (12) of different sizes. The iterations
are started from a random initial vector, and for convergence it is required that rk,
the kth residuum, satisfy rk

>Brk < 10−10. The operator B is the spectrally equivalent
approximation of B given as1

(13) B = diag
(
AMG (A) ,LU

(
H
(
− 1

2

)))
.

The iteration count appears to be bounded independently of the size of the linear
system.

Together the presented results indicate that the constructed preconditioner whose
discrete approximation utilizes matrices (8) is a good preconditioner for system (9).

Finally, with Ω ∈ R2, Γ ⊂ Ω of codimension one, we consider problem (1). The
weak formulation of (1a)–(1c), using the method of Lagrange multipliers, defines a
variational problem for the triplet (u, v, p) ∈ U × V ×Q,

(14)

(∇u,∇φ)Ω + 〈p, εTΓφ〉Γ = (f, φ)Ω , φ ∈ U,
(∇v,∇ψ)Γ − 〈p, ψ〉Γ = (g, ψ)Γ , ψ ∈ V,

〈χ, εTΓu− v〉Γ = 0, χ ∈ Q,

where U, V,Q are Hilbert spaces to be specified later. The well-posedness of (14)
is guaranteed provided that the celebrated Brezzi conditions (see Appendix A) are
fulfilled. We remark that

〈p, TΓφ〉Γ = 〈δΓp, φ〉Ω.

Hence δΓ is in our context the dual operator to the trace operator TΓ. Since TΓ :
H1

0 (Ω)→ H
1
2

00(Γ), then δΓ : H− 1
2 (Γ)→ H−1(Ω).

For our discussion of preconditioners it is suitable to recast (14) as an operator
equation for the self-adjoint operator A,

(15) A



u
v
p


 =



AU B∗U

AV B∗V
BU BV





u
v
p


 =



f
g


 ,

1 Here and in the subsequent numerical experiments AMG is the algebraic multigrid BOOMER-
AMG from the Hypre library [23], and LU is the direct solver from the UMFPACK library [19]. The
libraries were accessed through the interface provided by PETSc [7] version 3.5.3. To assemble the
relevant matrices FEniCS library [31] version 1.6.0 and its extension for block-structured systems
cbc.block [34] were used. The AMG preconditioner was used with the default options, except for
coarsening, which was set to Ruge–Stueben algorithm.
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with the operators Ai, Bi, i ∈ {U, V }, given by

〈AUu, φ〉Ω = (∇u,∇φ)Ω , 〈AV v, ψ〉Γ = (∇v,∇ψ)Γ ,

〈BUu, χ〉Γ = 〈χ, εTΓu〉Γ, 〈BV v, χ〉Γ = −〈χ, v〉Γ.

Further, for discussion of mapping properties of A it will be advantageous to consider
the operator as a map defined over space W ×Q, W = U × V as

(16) A =

[
A B∗

B

]
with A =

[
AU

AV

]
and B =

[
BU BV

]
.

Considering two different choices of spaces U , V , and Q, we will propose two
formulations that lead to different preconditioners:

(17) B−1
Q =



AU

AV
BUA

−1
U B∗U +BVA

−1
V B∗V




and

(18) B−1
W =



AU +B∗URBU

AV
BVA

−1
V B∗V


 .

Here R is the Riesz map from Q∗ to Q. Preconditioners of the form (17)–(18) will
be referred to as the Q-cap and the W -cap preconditioners. This naming convention
reflects the role intersection spaces play in the respected formulations. We remark that
the definitions should be understood as templates identifying the correct structure of
the preconditioner.

3. Q-cap preconditioner. Consider operator A from problem (15) as a map-
ping W ×Q→W ∗ ×Q∗,

(19)
W = H1

0 (Ω)×H1
0 (Γ) ,

Q = εH−
1
2 (Γ) ∩H−1 (Γ) .

The spaces are equipped with norms

(20) ‖w‖2W = |u|21,Ω + |v|21,Γ and ‖p‖2Q = ε2‖p‖2− 1
2,Γ

+ ‖p‖2−1,Γ.

Since H−
1
2 (Γ) is continuously embedded in H−1(Γ), the space Q is the same topo-

logical vector space as H−
1
2 (Γ), but equipped with an equivalent, ε-dependent inner

product. See also [9, Ch. 2]. The next theorem shows that this definition leads to a
well-posed problem.

We will need a right inverse of the trace operator and employ the following har-
monic extension. Let q ∈ H 1

2

00(Γ), and let u be the solution of the problem

(21)

−∆u = 0 in Ω \ Γ,

u = 0 on ∂Ω,

u = q on Γ.

Since the trace is surjective onto H
1
2

00(Γ), (21) has a solution u ∈ H1
0 (Ω) and |u|1,Ω ≤

C|q| 1
2,Γ for some constant C. We denote the harmonic extension operator by E, i.e.,

u = Eq with ‖E‖ ≤ C.
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Theorem 4. Let W and Q be the spaces (19). The operator A : W × Q →
W ∗ × Q∗, defined in (15), is an isomorphism, and the condition number of A is
bounded independently of ε > 0.

Proof. The statement follows from the Brezzi theorem, Theorem 13, once its
assumptions are verified. Since A induces the inner product on W , A is continuous
and coercive, and the conditions (51a) and (51b) hold. Next, we see that B is bounded:

〈Bw, q〉Γ = 〈q, εTΓu− v〉Γ
≤ ‖q‖− 1

2,Γ‖εTΓu‖ 1
2,Γ + ‖q‖−1,Γ|v|1,Γ

≤
(
1 + ‖TΓ‖

)√
ε2‖q‖2− 1

2,Γ
+ ‖q‖2−1,Γ

√
|u|21,Ω + |v|21,Γ

=
(
1 + ‖TΓ‖

)
‖q‖Q‖w‖W .

It remains to show the inf-sup condition (51d). Since the trace is bounded and sur-
jective, for all ξ ∈ H 1

2

00(Γ) we let u be defined in terms of the harmonic extension (21)
such that u = ε−1Eξ and |u|1,Ω ≤ ε−1‖E‖‖ξ‖ 1

2,Γ. Hence,

sup
w∈W

〈Bw, q〉Γ
‖w‖W

= sup
w∈W

〈q, εTΓu− v〉Γ√
|u|21,Ω + |v|21,Γ

≥
(
1 + ‖E‖

)−1
sup

(ξ,v)∈H
1
2

00(Γ)×H1
0 (Γ)

〈q, ξ + v〉Γ√
ε−2‖ξ‖21

2,Γ
+ ‖v‖21,Γ

.

Note that we have the identity

Q∗ =
(
εH−

1
2 (Γ) ∩H−1(Γ)

)∗
= ε−1H

1
2

00(Γ) +H1
0 (Γ),

equipped with the norm

‖q∗‖Q∗ = inf
q∗=q∗1+q∗2

ε−2‖q∗1‖212,Γ + |q∗2 |21,Γ.

See also [9]. It follows that

sup
(ξ,v)∈H 1

2 (Γ)×H1
0 (Γ)

〈q, ξ + v〉Γ√
ε−2‖ξ‖21

2,Γ
+ |v|21,Γ

= sup
ζ∈Q∗

sup
ξ+v=ζ
v∈H1

0 (Γ)

〈q, ξ + v〉Γ√
ε−2‖ξ‖21

2,Γ
+ |v|21,Γ

= sup
ζ∈Q∗

〈q, ζ〉Γ
inf

ξ+v=ζ
v∈H1

0 (Γ)

√
ε−2‖ξ‖21

2,Γ
+ |v|21,Γ

= ‖q‖Q∗∗ = ‖q‖Q.

Consequently, condition (51d) holds with a constant independent of ε.

Following Theorem 4 and [35], a preconditioner for the symmetric isomorphic
operator A is the Riesz mapping W ∗ ×Q∗ to W ×Q:

(22) BQ =



−∆Ω

−∆Γ

ε2∆
− 1

2

Γ + ∆−1
Γ



−1

.
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Here ∆s
Γ is defined by 〈∆s

Γv, w〉Γ = (v, w)Hs
, with the Hs-inner product defined by

(7). Hence the norm induced on W × Q by the operator B−1
Q is not (20) but an

equivalent norm

〈BQ−1x, x〉 = |u|21,Ω + |v|21,Γ + ε2‖p‖2H− 1
2
(Γ) + ‖p‖2H−1(Γ)

for any x = (u, v, p) ∈W ×Q. Note that BQ fits the template defined in (17).

(a) (b)

Fig. 1. Geometrical configurations and their sample triangulations considered in the numerical
experiments.

3.1. Discrete Q-cap preconditioner. Following Theorem 4, the Q-cap pre-
conditioner (22) is a good preconditioner for operator equation Ax = b with the
condition number independent of the material parameter ε. To translate the precon-
ditioned operator equation BQAx = BQb into a stable linear system it is necessary
to employ suitable discretization. In particular, the Brezzi conditions must hold on
each approximation space Wh ×Qh with constants independent of the discretization
parameter h. Such a suitable discretization will be referred to as stable.

Let us consider a stable discretization of operator A from Theorem 4 by finite
dimensional spaces Uh, Vh, and Qh defined as

Uh = span {φi}nU
i=1, Vh = span {ψi}nV

i=1, Qh = span {χi}nQ

i=1.

Then the Galerkin method for problem (15) reads as follows: Find (uh, vh, ph) ∈
Uh × Vh ×Qh such that

(∇uh,∇φ)Ω + 〈ph, εTΓφ〉Γ = (f, φ)Ω , φ ∈ Uh,
(∇vh,∇ψ)Γ − 〈ph, ψ〉Γ = (g, ψ)Γ , ψ ∈ Vh,

〈χ, εTΓuh − vh〉Γ = 0, χ ∈ Qh.

Further, we shall define matrices AU , AV and BU , BV in the following way:

(23)

AU ∈ RnU×nU , (AU )i,j = (∇φj ,∇φi)Ω ,

AV ∈ RnV ×nV , (AV )i,j = (∇ψj ,∇ψi)Γ ,

BU ∈ RnQ×nU , (BU )i,j = 〈εTΓφj , χi〉Γ,
BV ∈ RnQ×nV , (BV )i,j = −〈ψj , χi〉Γ.
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We note that BV can be viewed as a representation of the negative identity mapping
between spaces Vh and Qh. Similarly, matrix BU can be viewed as a composite,
BU = MUQT. Here MUQ is the representation of an identity map from space Uh

to space Qh. The space Uh is the image of Uh under the trace mapping TΓ. We
shall respectively denote the dimension of the space and its basis functions nU and
φi, i ∈ [1, nU ]. Matrix T ∈ RnU×nU is then a representation of the trace mapping
TΓ : Uh → Uh.

We note that the rank of T is nQ, and mirroring the continuous operator TΓ, the
matrix has a unique right inverse T+. We refer the reader to [36] for the continuous
case. The matrix T+ can be computed as a pseudoinverse via the reduced singular
value decomposition TU = QΣ; see, e.g., [45, Ch. 11]. Then T+ = UΣ−1Q. Here, the
columns of U can be viewed as coordinates of functions φi zero-extended to Ω such
that they form the l2 orthonormal basis of the subspace of RnU where the problem
Tu = u is solvable. Further, the kernel of T is spanned by nU -vectors representing
those functions in Uh whose trace on Γ is zero.

For the space Uh constructed by the finite element method with the triangula-
tion of Ω such that Γ is aligned with the element boundaries (cf. Figure 1), it is a
consequence of the nodality of the basis that T+ = T>.

With definitions (23) we use A to represent the operator A from (15) in the basis
of Wh ×Qh:

(24) A =




AU BU
>

AV BV
>

BU BV


 .

Finally, a discrete Q-cap preconditioner is defined as a matrix representation of (22)
with respect to the basis of Wh ×Qh:

(25) BQ =




AU
AV

ε2H
(
− 1

2

)
+ H(−1)



−1

.

The matrices A, M which are used to compute the values H(·) through the definition
(8) have the properties |p|21,Γ = p>Ap and ‖p‖20,Γ = p>Mp for every p ∈ Qh and p ∈ RnQ

its coordinate vector. Note that due to properties of matrices H(·), the matrix NQ,

(26) NQ =
[
ε2H
(
− 1

2

)
+ H(−1)

]−1
= U

[
ε2Λ−

1
2 + Λ−1

]−1
U>,

is the inverse of the final block of BQ.
By Theorem 4 and the assumption on spaces Wh × Qh being stable, the matrix

BQA has a spectrum bounded independently of the parameter ε and the size of the
system or equivalently discretization parameter h. In turn, BQ is a good precondi-
tioner for matrix A. To demonstrate this property we shall now construct a stable
discretization of the space W ×Q using the finite element method.

3.2. Stable subspaces for Q-cap preconditioner. For h > 0 fixed, let Ωh
be the polygonal approximation of Ω. For the set Ω̄h, we construct a shape-regular
triangulation consisting of closed triangles Ki such that Γ ∩Ki is an edge ei of the
triangle. Let Γh be a union of such edges. The discrete spaces Wh ⊂W and Qh ⊂ Q
shall be defined in the following way. Let

(27)
Uh = {v ∈ C

(
Ωh
)

: v|K = P1 (K)},
Vh = {v ∈ C

(
Γh
)

: v|e = P1 (e)},
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where P1 (D) are linear polynomials on the simplex D. Then we set

(28)
Wh =

(
Uh ∩H1

0 (Ω)
)
×
(
Vh ∩H1

0 (Γ)
)
,

Qh = Vh ∩H1
0 (Γ).

Let Ah, Bh be the finite dimensional operators defined on the approximation
spaces (28) in terms of the Galerkin method for operators A,B in (16). Since the
constructed spaces are conforming, the operators Ah, Bh are continuous with respect
to the norms (20). Further, Ah is W -elliptic on Wh since the operator defines an inner
product on the discrete space. Thus, to show that the spaces Wh ×Qh are stable, it
remains to show that the discrete inf-sup condition holds.

Lemma 5. Let Wh ⊂ W , Qh ⊂ Q be the spaces (28). Further, let ‖·‖W , ‖·‖Q
be the norms (20). Finally, let Bh be such that 〈Bhwh, qh〉Γ = 〈Bw, qh〉Γ, w ∈ W .
There exists a constant β > 0 such that

(29) inf
qh∈Qh

sup
wh∈Wh

〈Bhwh, qh〉Γ
‖wh‖W ‖qh‖Q

≥ β.

Proof. Recall that Q = εH−
1
2 (Γ)∩H−1 (Γ). We follow the steps of the continuous

inf-sup condition in reverse order. By definition,

‖qh‖Q = sup
p∈εH

1
2

00(Γ)+H1
0 (Γ)

〈qh, p〉Γ
inf

p=p1+p2

√
ε−2‖p1‖21

2,Γ
+ |p2|21,Γ

= sup
p

sup
p=p1+p2

〈qh, p1〉Γ + 〈qh, p2〉Γ√
ε−2‖p1‖21

2,Γ
+ |p2|21,Γ

.

(30)

For each p1 ∈ H
1
2

00 (Γ), let uh ∈ Uh be the weak solution of the boundary value problem

−∆u = 0 in Ω,

εu = p1 on Γ,

u = 0 on ∂Ω.

Then εTΓuh = p1 in H
1
2

00 (Γ) and ε|uh|1,Ω ≤ C‖p1‖ 1
2,Γ for some constant C depending

only on Ω and Γ. For each p2 ∈ H1
0 (Γ), let vh ∈ Vh be the L2 projection of p2 onto

the space Vh:

(31) 〈vh − p2, z〉Γ = 0, z ∈ Vh.
By construction we then have 〈qh, p2−vh〉Γ = 0 for all qh ∈ Qh and ‖vh‖0,Γ ≤ ‖p2‖0,Γ.
Moreover, for shape-regular triangulation, the projection Π : H1

0 (Γ)→ Vh, vh = Πp2

is bounded in the H1
0 norm:

(32) |vh|1,Γ ≤ |p2|1,Γ.
We refer the reader to [10, Ch. 7] for this result. For constructed uh, vh it follows
from (30) that

‖qh‖Q . sup
wh∈Uh+Vh

sup
wh=uh+vh

〈qh, εTΓuh + vh〉Γ√
|uh|21,Ω + |vh|21,Γ

= sup
(uh,vh)∈Uh×Vh

〈qh, εTΓuh + vh〉Γ
‖(uh, vh)‖W

= sup
wh∈Wh

〈Bhwh, qh〉Γ
‖wh‖W

.
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The constructed stable discretizations (28) are a special case of conforming spaces
built from Uh;k ⊂ H1 (Ω) and Vh;l ⊂ H1 (Γ) defined as

(33)
Uh;k = {v ∈ C

(
Ωh
)

: v|K = Pk (K)},
Vh;l = {v ∈ C

(
Γh
)

: v|e = Pl (e)}.

The following corollary gives a necessary compatibility condition on polynomial
degrees in order to build inf-sup stable spaces from components (33).

Corollary 6. Let Wh;k,l =
(
Uh;k ∩H1

0 (Ω)
)
×
(
Vh;l ∩H1

0 (Γ)
)

and Qh;m = Vh;m∩
H1

0 (Γ). The necessary condition for (29) to hold with space Wh;k,l × Qh;m is that
m ≤ max (k, l).

Proof. Note that TΓuh−vh is a piecewise polynomial of degree max (k, l). Suppose
m > max (k, l). Then for each (uh, vh) ∈Wh;k,l we can find an orthogonal polynomial
0 6= qh ∈ Qh;m such that

〈qh, TΓuh − vh〉Γ = 0.

In turn, β = 0 in (29), and the discrete inf-sup condition cannot hold.

3.3. Numerical experiments. Let now A, BQ be the matrices (24), (25) as-
sembled over the constructed stable spaces (28). We demonstrate the robustness of the
Q-cap preconditioner (22) through a pair of numerical experiments. First, the exact
preconditioner represented by the matrix BQ is considered, and we are interested in
the condition number of BQA for different values of the parameter ε. The spectral con-
dition number is computed from the smallest and largest (in magnitude) eigenvalues of
the generalized eigenvalue problem Ax = λB−1

Qx, which is here solved by SLEPc [27].2

The obtained results are reported in Table 3. In general, the condition numbers are
well behaved, indicating that BQ defines a parameter robust preconditioner. We note
that for ε� 1 the spectral condition number is close to

(
1 +
√

5
)
/
(√

5− 1
) ≈ 2.618. In

section 3.4 this observation is explained by the relation of the proposed preconditioner
BQ and the matrix preconditioner of Murphy, Golub, and Wathen [37].

Table 3
Spectral condition numbers of matrices BQA for the system assembled on geometry (a) in Figure

1.

Size nQ
log10 ε

−3 −2 −1 0 1 2 3
99 9 2.655 2.969 4.786 6.979 7.328 7.357 7.360
323 17 2.698 3.323 5.966 7.597 7.697 7.715 7.717
1155 33 2.778 3.905 7.031 7.882 7.818 7.816 7.816
4355 65 2.932 4.769 7.830 8.016 7.855 7.843 7.843
16899 129 3.217 5.857 8.343 8.081 7.868 7.854 7.852
66563 257 3.710 6.964 8.637 8.113 7.872 7.856 7.855

In the second experiment, we monitor the number of iterations required for con-
vergence of the MinRes method [38] (the implementation is provided by cbc.block
[34]) applied to the preconditioned equation BQAx = BQb. The operator BQ is an

2We use the generalized Davidson method with the Cholesky preconditioner and convergence
tolerance 10−8.
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efficient and spectrally equivalent approximation of BQ,

(34) BQ =




AMG (AU )
LU(AV )

NQ


 ,

with NQ defined in (26). The iterations are started from a random initial vector,
and as a stopping criterion a condition on the magnitude of the kth preconditioned
residual rk, rk

>BQrk < 10−12 is used. The observed number of iterations is shown in
Table 4. Robustness with respect to size of the system and the material parameter
is evident as the iteration count is bounded for all the considered discretizations and
values of ε.

Table 4
Iteration count for convergence of BQAx = BQb solved with the minimal residual method. The

problem is assembled on geometry (a) from Figure 1.

Size nQ
log10 ε

−3 −2 −1 0 1 2 3
66563 257 20 34 37 32 28 24 21
264195 513 22 34 34 30 26 24 20
1052675 1025 24 33 32 28 26 22 18
4202499 2049 26 32 30 26 24 20 17
8398403 2897 26 30 30 26 22 19 15
11075583 3327 26 30 30 26 22 19 15

Comparing Tables 3 and 4, we observe that the ε-behavior of the condition number
and the iteration counts are different. In particular, fewer iterations are required for
ε = 103 than for ε = 10−3, while the condition number in the former case is larger.
Moreover, the condition numbers for ε > 1 are almost identical, whereas the iteration
counts decrease as the parameter grows. We note that these observations should
be viewed in light of the fact that the convergence of the minimal residual method
in general does not depend solely on the condition number (e.g., [29]), and a more
detailed knowledge of the eigenvalues is required to understand the behavior.

Having proved and numerically verified the properties of the Q-cap precondi-
tioner, we shall in the next section link BQ to a block diagonal matrix preconditioner
suggested by Murphy, Golub, and Wathen [37]. Both matrices are assumed to be as-
sembled on the spaces (28), and the main objective of the section is to prove spectral
equivalence of the two preconditioners.

3.4. Relation to Schur complement preconditioner. Consider a linear sys-
tem Ax = b with an indefinite matrix (24) which shall be preconditioned by a block
diagonal matrix

(35) B = diag (AU ,AV ,S)
−1
, S = BUAU

−1BU
> + BV AV

−1BV
>,

where S is the negative Schur complement of A. Following [37], the spectrum of
BA consists of three distinct eigenvalues. In fact, ρ (BA) = {1, 1

2 ± 1
2

√
5}. A suitable

Krylov method is thus expected to converge in no more than three iterations. However,
in its presented form, B does not define an efficient preconditioner. In particular,
the cost of setting up the Schur complement comes close to inverting the system
matrix A. Therefore, a cheaply computable approximation of S is needed to make the
preconditioner practical (see, e.g., [8, Ch. 10.1] for an overview of generic methods
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for constructing the approximation). We proceed to show that if spaces (28) are used
for discretization, the Schur complement is more efficiently approximated with the
inverse of the matrix NQ defined in (26).

Let Wh, Qh be the spaces (28). Then the mass matrix MUQ = MV Q (cf. the
discussion prior to (23)), and the matrix will be referred to as M. Moreover, let us
set AV = A. With these definitions the Schur complement of A reads

(36) S = ε2MTAU
−1T>M + MA−1M.

Further, note that such matrices A, M are suitable for constructing the approximation
of the Hs norm on the space Qh by the mapping (8). In particular, A is such that
|p|21,Γ = p>Ap with p ∈ Qh and p ∈ RnQ its coordinate vector. In turn, the inverse of
the matrix NQ reads

(37) NQ
−1 = (MU)

(
ε2Λ−

1
2 + Λ−1

)
(MU)

>
= ε2H

(
− 1

2

)
+ H(−1) .

Recalling that H(−1) = MA−1M and contrasting (36) with (37), we see that the
matrices differ only in the first terms. We shall first show that if the terms are
spectrally equivalent, then so are S and NQ

−1.

Theorem 7. Let S, NQ
−1 be the matrices defined, respectively, in (36) and (37),

and let nQ be their size. Assume that there exist positive constants c1, c2 dependent
only on Ω and Γ such that for every nQ > 0 and any p ∈ RnQ

c1p>H
(
− 1

2

)
p ≤ p>MTAU

−1T>Mp ≤ c2p>H
(
− 1

2

)
p.

Then, for each nQ > 0, matrix S is spectrally equivalent with NQ
−1.

Proof. By direct calculation we have

p>Sp = ε2p>MTAU
−1T>Mp + p>H(−1) p

≤ c2ε2p>H
(
− 1

2

)
p + p>H(−1) p

≤ C2p>NQ
−1p

for C2 =
√

1 + c22. The existence of the lower bound follows from the estimate

p>Sp ≥ c1ε2p>H
(
− 1

2

)
p + p>H(−1) p ≥ C1p>NQ

−1p

with C1 = min (1, c1).

The spectral equivalence of preconditioners BQ and B now follows immediately
from Theorem 7. Note that for ε � 1 the term H(−1) dominates both S and NQ

−1.
In turn, the spectrum of BA is expected to approximate well the eigenvalues of BQA.
This is then a qualitative explanation of why the spectral condition numbers of BQA
observed for ε = 10−3 in Table 3 are close to

(
1 +
√

5
)
/
(√

5− 1
)
. It remains to prove

that the assumption of Theorem 7 holds.

Lemma 8. There exist constants c1, c2 > 0 depending only on Ω,Γ such that for
all nQ > 0 and p ∈ RnQ

c1p>H
(
− 1

2

)
p ≤ p>MTAU

−1T>Mp ≤ c2p>H
(
− 1

2

)
p.
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Proof. For the sake of readability let n = nQ and m = nU . Since M is sym-

metric and invertible, H
(
− 1

2

)
= MUΛ−

1
2 U>M and UΛ−

1
2 U> = H

(
1
2

)−1
, the statement is

equivalent to

(38) c1y>H
(

1
2

)−1
y ≤ y>TAU

−1T>y ≤ c2y>H
(

1
2

)−1
y for all y ∈ Rm.

The proof is based on properties of the continuous trace operator TΓ. Recall the trace
inequality: There exists a positive constant K2 = K2 (Ω,Γ) such that ‖TΓu‖ 1

2,Γ ≤
K2|u|1,Ω for all u ∈ H1

0 (Ω). From here it follows that the sequence {λmax
m }, where for

each m value λmax
m is the largest eigenvalue of the eigenvalue problem

(39) T>H
(

1
2

)
Tu = λAUu,

is bounded from above by K2. Note that the eigenvalue problem can be solved with
a nontrivial eigenvalue only for u ∈ Rn for which there exists some q ∈ Rm such that
u = T>q. Consequently, the eigenvalue problem becomes T>H

(
1
2

)
q = λAUT>q. Next,

applying the inverse of AU and the trace matrix yields TAU
−1T>H

(
1
2

)
q = λq. Finally,

setting q = H
(

1
2

)−1
p yields

(40) TAU
−1T>p = λH

(
1
2

)−1
p.

Thus the largest eigenvalues of (39) and (40) coincide, and, in turn, C2 = K2. Fur-
ther, (40) has only positive eigenvalues, and the smallest nonzero eigenvalue of (39)
is the smallest eigenvalue λmin

m of (40). Therefore, for all y ∈ Rm it holds that
λmin
m y>H

(
1
2

)−1
y ≤ y>TAU

−1T>y. But the sequence {λmin
m } is bounded from below since

the right-inverse of the trace operator is bounded [36].

The proof of Lemma 8 suggests that the constants c1, c2 for spectral equivalence
are computable as the limit of convergent sequences {λmin

m }, {λmax
m } consisting of the

smallest and largest eigenvalues of the generalized eigenvalue problem (40). Con-
vergence of such sequences for the two geometries in Figure 1 is shown in Figure 2.
For the simple geometry (a), the sequences converge rather fast, and the equivalence
constants c1, c2 are clearly visible in the figure. Convergence on the more complex
geometry (b) is slower.

So far we have by Theorem 4 and Lemma 5 that the condition numbers of matrices
BQA assembled over spaces (28) are bounded by constants independent of {h, ε}. A
more detailed characterization of the spectrum of the system preconditioned by the Q-
cap preconditioner is given next. In particular, we relate the spectrum to computable
bounds C1, C2 and characterize the distribution of eigenvalues. Further, the effect of
varying ε (cf. Tables 3–4) is illustrated by numerical experiment.

3.5. Spectrum of the Q-cap preconditioned system. In the following, the
left-right preconditioning of A based on BQ is considered, and we are interested in the
spectrum of

(41) B
1
2

QAB
1
2

Q =




IU A
− 1

2

U BU
>NQ

1
2

IV A
− 1

2

V BV
>NQ

1
2

N
1
2

QBUA
− 1

2

U N
1
2

QBV A
− 1

2

V


 .

The spectra of the left preconditioner system BQA and the left-right preconditioned

system B
1
2

QAB
1
2

Q are identical. Using results of [41] the spectrum ρ of (41) is such that
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Fig. 2. Convergence of sequences {λmax
m } {λmin

m } from Lemma 8 for geometries in Figure 1. For
all sequences but max (b) the constant bound is reached within the considered range of discretization
parameter m = nQ.

ρ = I− ∪ I+ with

(42) I− =

[
1−

√
1 + 4σ2

max

2
,

1−
√

1 + 4σ2
min

2

]
, I+ =

[
1,

1 +
√

1 + 4σ2
max

2

]
,

and σmin, σmax the smallest and largest singular values of the block matrix formed by
the first two row blocks in the last column of B

1
2

QAB
1
2

Q. We shall denote the matrix as
D:

D =

[
A
− 1

2

U BU
>NQ

1
2

A
− 1

2

V BV
>NQ

1
2

]
.

Proposition 9. The condition number κ (BQA) is bounded such that

κ (BQA) ≤ 1 +
√

1 + 4C2

1−√1 + 4C1

,

where C1, C2 are the spectral equivalence bounds from Theorem 7.

Proof. Note that the singular values of matrix D and the eigenvalues of matrix
NQ

1
2 SNQ

1
2 are identical. Further, using Theorem 7 with p = NQ

1
2 q, q ∈ RnQ yields

C1q>q ≤ q>NQ
1
2 SNQ

1
2 q ≤ C2q>q for all q ∈ RnQ .

In turn, the spectrum of matrices NQ
1
2 SN

1
2

Q is contained in the interval [C1, C2]. The
statement now follows from (42).

From numerical experiments we observe that the bound due to Proposition 9
slightly overestimates the condition number of the system. For example, using nu-
merical trace bounds (cf. Figure 2) of geometry (a) in Figure 1, c1 = 0.204, c2 = 0.499,
and Theorem 7, the formula yields 9.607 as the upper bound on the condition number.
On the other hand, condition numbers reported in Table 3 do not exceed 8.637. Sim-
ilarly, using estimated bounds for geometry (b), c1 = 0.237, c2 = 0.716, the formula
gives the upper bound 8.676. The largest condition number in our experiments (not
reported here) was 7.404.
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ε = 10−3 ε = 100 ε = 103

1−
√

5
2

0

1

1+
√

5
2

Fig. 3. Eigenvalues of matrices BQA assembled on geometries from Figure 1 for three different
values of ε. The value of ε is indicated by gray vertical lines. On the left side of the lines is the
spectrum for configuration (a). The spectrum for geometry (b) is then plotted on the right side. For
ε � 1 the eigenvalues cluster near λ = 1 and λ = 1

2
± 1

2

√
5 (indicated by gray horizontal lines),

which form the spectrum of BA.

It is clear that (42) could be used to analyze the effect of the parameter ε on
the spectrum provided that the singular values σmin, σmax were given as functions
of ε. We do not attempt to give this characterization here. Instead the effect of ε
is illustrated by a numerical experiment. Figure 3 considers the spectrum of BQA
assembled on geometries from Figure 1 and three different values of the parameter.
The systems from the two geometrical configurations are similar in size: 4355 for (a)
and 4493 for (b). Note that for ε� 1 the eigenvalues for both configurations cluster
near λ = 1 and λ = 1

2 ± 1
2

√
5, that is, near the eigenvalues of BA. This observation

is expected in light of the discussion following Theorem 7. With ε increasing, the
difference between BQ and B caused by H

(
− 1

2

)
becomes visible as the eigenvalues

are no longer clustered. Observe that in these cases the lengths of intervals I−, I+

are greater for geometry (b). This observation can be qualitatively understood via
Proposition 9, Theorem 7, and Figure 2, where the trace map constants c1, c2 of
configuration (a) are more widely spread than those of (b).

4. W -cap preconditioner. To circumvent the need for mappings involving
fractional Sobolev spaces, we shall next study a different preconditioner for (14). As
will be seen, the new W -cap preconditioner (18) is still robust with respect to the
material and discretization parameters.

Consider operator A from problem (15) as a mapping W ×Q→ W ∗ ×Q∗, with
spaces W,Q defined as

(43)
W =

(
H1

0 (Ω) ∩ εH1
0 (Γ)

)
×H1

0 (Γ) ,

Q = H−1 (Γ) .

The spaces are equipped with norms

(44) ‖w‖2W = |u|21,Ω + ε2|TΓu|21,Γ + |v|21,Γ and ‖p‖2Q = ‖p‖2−1,Γ.

Note that the trace of functions from space U is here controlled in the norm |·|1,Γ and
not the fractional norm ‖·‖ 1

2,Γ, as was the case in section 3. Also note that the space
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W now is dependent on ε while Q is not. The following result establishes the well-
posedness of (14) with the above spaces.

Theorem 10. Let W and Q be the spaces (43). The operator A : W × Q →
W ∗ × Q∗, defined in (15), is an isomorphism, and the condition number of A is
bounded independently of ε > 0.

Proof. The proof proceeds by verifying the Brezzi conditions in Theorem 13. With
w = (u, v), ω = (φ, ψ), application of the Cauchy–Schwarz inequality yields

〈Aw,ω〉Ω = (∇u,∇φ)Ω + (∇v,∇ψ)Γ

≤ |u|1,Ω|φ|1,Ω + |v|1,Γ|ψ|1,Γ
≤ |u|1,Ω|φ|1,Ω + ε2|TΓu|1,Γ|φ|1,Γ + |v|1,Γ|ψ|1,Γ
≤ ‖w‖W ‖ω‖W .

Therefore, A is bounded with ‖A‖ = 1, and (51a) holds. The coercivity of A on kerB
for (51b) is obtained from

inf
w∈kerB

〈Aw,w〉Ω
‖w‖2W

= inf
w∈kerB

|u|21,Ω + |v|21,Γ
|u|21,Ω + ε2|TΓu|21,Γ + |v|21,Γ

= inf
w∈kerB

|u|21,Ω + |v|21,Γ
|u|21,Ω + 2|v|21,Γ

≥ 1

2
,

where we used that εTΓu = v a.e. on the kernel. Consequently, α = 1
2 . Boundedness

of B in (51c) with a constant ‖B‖ =
√

2 follows from the Cauchy–Schwarz inequality:

〈Bw, q〉Γ ≤ ‖q‖−1,Γε|TΓu|1,Γ + ‖q‖−1,Γ|v|1,Γ
≤
√

2‖q‖Q
√
ε2|TΓu|21,Γ + |v|21,Γ

≤
√

2‖q‖Q
√
|u|21,Ω + ε2|TΓu|21,Γ + |v|21,Γ

≤
√

2‖q‖Q‖w‖W .

To show that the inf-sup condition holds, compute

sup
w∈W

〈Bw, q〉Γ
‖w‖W

= sup
w∈W

〈q, εTΓu− v〉Γ√
|u|21,Ω + ε2|TΓu|21,Γ + |v|21,Γ

u=0
≥ sup

v∈V

〈q, v〉Γ
|v|1,Γ

= ‖q‖Q.

Thus β = 1 in condition (51d).

Following Theorem 10, the operatorA is a symmetric isomorphism between spaces
W × Q and W ∗ × Q∗. As a preconditioner we shall consider a symmetric positive-
definite isomorphism W ∗ ×Q∗ →W ×Q:

(45) BW =



(
−∆Ω + T ∗Γ

(
−ε2∆Γ

)
TΓ

)−1

(−∆Γ)
−1

−∆Γ


 .
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4.1. Discrete preconditioner. Similar to section 3.1, we shall construct dis-
cretizations Wh ×Qh of space W ×Q (43) such that the finite dimensional operator
Ah defined by considering A from (15) on the constructed spaces satisfies the Brezzi
conditions in Theorem 13.

Let Wh ⊂ W and Qh ⊂ Q be the spaces (28) of continuous piecewise linear
polynomials. Then Ah, Bh are continuous with respect to norms (44), and it remains
to verify conditions (51a) and (51d). First, coercivity of Ah is considered.

Lemma 11. Let Wh, Qh be the spaces (28), and let Ah, Bh be such that 〈Aw,ωh〉Ω
= 〈Ahwh, ωh〉Ω, 〈Bw, qh〉Γ = 〈Bhwh, qh〉Γ for ωh, wh ∈ Wh, w ∈ W , and qh ∈ Qh.
Then there exists a constant α > 0 such that, for all zh ∈ kerBh,

〈Ahzh, zh〉 ≥ α‖zh‖W ,

where ‖·‖W is defined in (44).

Proof. The claim follows from coercivity of A over kerB (cf. Theorem 10) and the
property kerBh ⊂ kerB. To see that the inclusion holds, let zh ∈ kerBh. Since zh is
continuous on Γ, we have from definition 〈zh, qh〉Γ = 0 for all qh ∈ Qh that zh|Γ = 0.
But then 〈zh, q〉 = 0 for all q ∈ Q, and therefore zh ∈ kerB.

Finally, to show that the discretization Wh×Qh is stable, we show that the inf-sup
condition for Bh holds.

Lemma 12. Let spaces Wh, Qh and operator Bh from Lemma 11 be given. Then
there exists β > 0 such that

(46) inf
qh∈Qh

sup
wh∈Wh

〈Bhwh, qh〉Γ
‖wh‖W ‖qh‖Q

≥ β,

where ‖·‖Q is defined in (44).

Proof. We first proceed as in the proof of Theorem 10 and compute

(47) sup
wh∈Wh

〈qh, εTΓuh − vh〉Γ
‖wh‖W

uh=0
≥ sup

vh∈Vh

〈vh, qh〉Γ
|vh|1,Γ

.

Next, for each p ∈ H1
0 (Γ), let vh = Πp be the element of Vh defined in the proof of

Lemma 5. In particular, it holds that

〈p− vh, qh〉Γ = 0, qh ∈ Qh,

and |vh|1,Γ ≤ C|p|1,Γ for some constant C depending only on Ω and Γ. Then

‖qh‖−1,Γ = sup
p∈H1

0 (Γ)

〈qh, p〉Γ
|p|1,Γ

≤ C sup
vh∈Vh

〈qh, vh〉Γ
|vh|1,Γ

.

The estimate together with (47) proves the claim of the lemma.

Let now AU ,AV and BU ,BV be the matrices defined in (23) as representations of
the corresponding finite dimensional operators in the basis of the stable spaces Wh

and Qh. We shall represent the preconditioner BW by a matrix

(48) BW =




(
AU + ε2T>AT

)−1

(AV )
−1

H(−1)
−1


 ,
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where H(−1)
−1

= M−1AM−1 (cf. (8)) and M, A are the matrices inducing L2 and
H1

0 inner products on Qh. Let us point out that there is an obvious correspondence
between the matrix preconditioner BW and the operator BW defined in (18). On
the other hand, it is not entirely straightforward that the matrix BW represents the
W -cap preconditioner defined in (45). In particular, since the isomorphism from
Q∗ = H1

0 (Γ) to Q = H−1(Γ) is realized by the Laplacian, a case could be made for
using the stiffness matrix A as a suitable representation of the operator.

Let us first argue for A not being a suitable representation for preconditioning.
Note that the role of matrix A ∈ Rm×n in a linear system Ax = b is to transform
vectors from the solution space Rn to the residual space Rm. In the case when
the matrix is invertible, the spaces coincide. However, to emphasize the conceptual
difference between the spaces, let us write A : Rn → Rn∗. Then a preconditioner
matrix is a mapping B : Rn∗ → Rn. The stiffness matrix A, however, is such that
A : RnQ → RnQ∗.

It remains to show that M−1AM−1 is the correct representation of A = −∆Γ.
Recall that Qh ⊂ Q∗ and A is the matrix representation of operator Ah : Qh → Q∗h.
Further, mappings πh : Qh → RnQ , µh : Q∗h → RnQ∗,

ph =
∑

j

(πhph)jχj , ph ∈ Qh, and (µhfh)j = 〈fj , χj〉, fh ∈ Q∗h,

define isomorphisms between3 spaces Qh, RnQ and Q∗h, RnQ∗, respectively. We can
uniquely associate each ph ∈ Qh with a functional in Q∗h via the Riesz map Ih : Qh →
Q∗h defined as 〈Ihph, qh〉Γ = (ph, qh)Γ. Since

(µhIhph)j = (Ihph, χj)Γ =
∑

i

(πhph)i (χi, χj)Γ ,

the operator Ih is represented as the mass matrix M. The matrix then provides a
natural isomorphism from RnQ to RnQ∗. In turn, M−1AM−1 : RnQ∗ → RnQ has the
desired mapping properties. In conclusion, the inverse of the mass matrix was used
in (48) as a natural adapter to obtain a matrix operating between spaces suitable for
preconditioning.

Finally, we make a few observations about the matrix preconditioner BW . Recall
that the Q-cap preconditioner BQ could be related to the Schur complement based
preconditioner (35) obtained by factorizing A in (24). The relation of A to the W -cap
preconditioner matrix (48) is revealed in the following calculation:

(49) ULA =




AV + ε2T>AT
τ2A −M

−εMT MA−1M


 ,

where

U =




I −T>εAM−1

I
I


 and L =




I
I

−MA−1 −I


 .

3Note that in section 1 the mapping µh was considered as µh : Q∗h → RnQ . The definition
used here reflects the conceptual distinction between spaces RnQ and RnQ∗. That is, µh is viewed
as a map from the space of right-hand sides of the operator equation Ahph = Lh to the space of
right-hand sides of the corresponding matrix equation Ap = b.
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Here the matrix L introduces a Schur complement of a submatrix of A correspond-
ing to spaces Vh, Qh.The matrix U then eliminates the constraint on the space Uh.
Preconditioner BW could now be interpreted as coming from the diagonal of the re-
sulting matrix in (49). Further, note that the action of the Qh-block can be computed
cheaply by Jacobi iterations with a diagonally preconditioned mass matrix (cf. [47]).

Table 5
Spectral condition numbers of matrices BWA for the system assembled on geometry (a) in Figure

1.

Size
log10 ε

−3 −2 −1 0 1 2 3
99 2.619 2.627 2.546 3.615 3.998 4.044 4.048
323 2.623 2.653 2.780 3.813 4.023 4.046 4.049
1155 2.631 2.692 3.194 3.925 4.036 4.048 4.049
4355 2.644 2.740 3.533 3.986 4.042 4.048 4.049
16899 2.668 2.788 3.761 4.017 4.046 4.049 4.049
66563 2.703 3.066 3.896 4.033 4.047 4.049 4.049

4.2. Numerical experiments. Parameter robust properties of the W -cap pre-
conditioner are demonstrated by the two numerical experiments used to validate the
Q-cap preconditioner in section 3.3. Both experiments use discretization of domain
(a) from Figure 1. First, using the exact preconditioner, we consider the spectral
condition numbers of matrices BWA. Next, using an approximation of BW , the linear
system BWAx = BW f is solved with the minimal residual method. The operator BW
is defined as

(50) BW =




AMG
(
AU + ε2T>AT

)

LU(A)
LU (M) A LU (M)


 .

The spectral condition numbers of matrices BWA for different values of material
parameter ε are listed in Table 5. For all the considered discretizations, the condition
numbers are bounded with respect to ε. We note that the mesh convergence of the
condition numbers appears to be faster and the obtained values are in general smaller
than in case of the Q-cap preconditioner (cf. Table 3).

Table 6 reports the number of iterations required for convergence of the mini-
mal residual method for the linear system BWAx = BW f. Like for the Q-cap pre-
conditioner, the method is started from a random initial vector, and the condition
rk
>BW rk < 10−12 is used as a stopping criterion. We find that the iteration counts

with the W -cap preconditioner are again bounded for all the values of the parameter
ε. Consistent with the observations about the spectral condition number, the itera-
tion count is in general smaller than for the system preconditioned with the Q-cap
preconditioner.

We note that the observations from section 3.3 about the difference in ε-dependence
of condition numbers and iteration counts of the Q-cap preconditioner apply to the
W -cap preconditioner as well.

Before addressing the question of computational costs of the proposed precondi-
tioners, let us remark that the Q-cap preconditioner and the W -cap preconditioner
are not spectrally equivalent. Further, both preconditioners yield numerical solutions
with linearly (optimally) converging error; see Appendix B.

5. Computational costs. We conclude by assessing computational efficiency
of the proposed preconditioners. In particular, the setup cost and its relation to the
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Table 6
Iteration count for system BWAx = BW f solved with the minimal residual method. The problem

is assembled on geometry (a) from Figure 1. A comparison to the number of iterations with the Q-cap
preconditioned system is shown in the brackets (cf. also Table 4).

Size
log10 ε

−3 −2 −1 0 1 2 3
66563 17(-3) 33(-1) 40(3) 30(-2) 20(-8) 14(-10) 12(-9)
264195 19(-3) 35(1) 39(5) 28(-2) 19(-7) 14(-10) 11(-9)
1052675 22(-2) 34(1) 37(5) 27(-1) 19(-7) 14(-8) 11(-7)
4202499 24(-2) 34(2) 34(4) 25(-1) 17(-7) 12(-8) 9(-8)
8398403 25(-1) 32(2) 32(2) 24(-2) 16(-6) 11(-8) 8(-7)
11075583 25(-1) 32(2) 32(2) 25(-1) 16(-6) 13(-6) 11(-4)

aggregate solution time of the Krylov method is of interest. For simplicity we let
ε = 1.

In case of the Q-cap preconditioner discretized as (34) the setup cost is determined
by the construction of algebraic multigrid (AMG) and the solution of the generalized
eigenvalue problem Ax = λMx (GEVP). The problem is here solved by calling the
OpenBLAS [46] implementation of the LAPACK [3] routine DSYGVD. The setup
cost of the W -cap preconditioner is dominated by the construction of multigrid for
operator AU + T>AT. We found that the operator can be assembled with negligible
costs and therefore do not report the timings of this operation.

The setup costs of the preconditioners obtained on a Linux machine with 16GB
RAM and a single Intel Core i5-2500 CPU clocking at 3.3 GHz are reported in Table
7. We remark that the timings on the finest discretization deviate from the trend
set by the predecessors. This is due to SWAP memory being required to complete
the operations and the case should therefore be omitted from the discussion. On the
remaining discretizations the following observations can be made: (i) the solution
time always dominates the construction time by a factor 5.5 for W -cap and 3.5 for
Q-cap; (ii) W -cap preconditioner is close to two times cheaper to construct than the
Q-cap preconditioner in the form (34); (iii) the eigenvalue problem always takes fewer
seconds to solve than the construction of multigrid.

For our problems of about 11 million nodes in the 2d domain, the strategy of solv-
ing the generalized eigenvalue problem using a standard LAPACK routine provided an
adequate solution. However, the DSYGVD routine appears to be nearly cubic in com-
plexity (O(n2.70

Q ) or O(n1.35
U ); cf. Table 7), which may represent a bottleneck for larger

problems. However, the transformation M
− 1

2

l AM
− 1

2

l with Ml the lumped mass matrix
presents a simple trick providing significant speed-up. In fact, the resulting eigenvalue
problem is symmetric and tridiagonal and can be solved with fast algorithms of nearly
quadratic complexity [20, 21]. We note that due to the spectral equivalence of M and
Ml (e.g., [47]), the trick leads to a preconditioner spectrally equivalent to (25). In
particular, the iteration count with lumping is expected to remain bounded. In our
experiments (not reported here) the lumped preconditioner leads to convergence in
3–10 fewer iterations than (34). However, the savings should be interpreted in light of
the fact that convergence in the two cases is measured with respect to different norms.
Note also that the tridiagonal property holds under the assumption of Γ having no
bifurcations and that the elements are linear. To illustrate the potential gains with
mass lumping, using the transformation and applying the dedicated LAPACK routine
DSTEGR, we were able to compute eigenpairs for systems of order 16,000 in about
50 seconds. This presents more than a factor 10 speed-up relative to the original gen-
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eralized eigenvalue problem. The value should also be viewed in light of the fact that
the relevant space Uh has in this case about a quarter billion degrees of freedom. We
remark that [28] presents a method for computing all the eigenpairs of the generalized
symmetric tridiagonal eigenvalue problem with an estimated quadratic complexity.

Let us briefly mention a few alternative methods for realizing the mapping be-
tween fractional Sobolev spaces needed by the Q-cap preconditioner. The methods
have a common feature of computing the action of operators rather than constructing
the operators themselves. Taking advantage of the fact that H(s) = MS−s, S = A−1M,
the action of the powers of the matrix S is efficiently computable by contour integrals
[25], by the symmetric Lanczos process [4, 5], or, in cases when the matrices A, M are
structured, by fast Fourier transform [39]. Alternatively, the mapping can be realized
by the BPX preconditioner [12, 11] or integral operator based preconditioners (e.g.,
[43]). The above-mentioned techniques are all less than O(n2

Q) in complexity.
In summary, for linear elements and geometrical configurations where Γ is free of

bifurcations, the eigenvalue problem required for (8) lends itself to solution methods
with complexity nearing that of the multigrid construction. In such cases the Q-cap
preconditioner (34) is feasible whenever the methods deliver acceptable performance
(nQ ∼ 104). For larger spaces Qh, a practical realization of the Q-cap preconditioner
could be achieved by one of the listed alternatives.

Table 7
Timings of elements of construction of the Q, W -cap for ε = 1 and discretizations

from Tables 4 and 6. Estimated complexity of computing quantity v at the ith row, ri =
log vi − log vi−1/logmi − logmi−1, is shown in the brackets. Fitted complexity of computing v, O(nrQ)
is obtained by least-squares. All fits but GEVP ignore the SWAP-affected final discretization.

nU nQ
Q-cap W -cap

AMG[s] GEVP[s] MinRes[s] AMG[s] MinRes[s]
66049 257 0.075(1.98) 0.014(1.81) 0.579(1.69) 0.078(1.94) 0.514(1.73)
263169 513 0.299(2.01) 0.066(2.27) 2.286(1.99) 0.309(1.99) 2.019(1.98)
1050625 1025 1.201(2.01) 0.477(2.87) 8.032(1.82) 1.228(1.99) 7.909(1.97)
4198401 2049 4.983(2.05) 3.311(2.80) 30.81(1.94) 4.930(2.01) 30.31(1.94)
8392609 2897 9.686(1.92) 8.384(2.68) 62.67(2.05) 10.64(2.22) 59.13(1.93)
11068929 3327 15.94(3.60) 12.25(2.74) 84.43(2.15) 15.65(2.79) 82.13(2.37)
Fitted complexity (2.02) (2.70) (1.92) (2.02) (1.96)

6. Conclusions. We have studied preconditioning of model multiphysics prob-
lem (1) with Γ being the subdomain of Ω having codimension one. Using oper-
ator preconditioning [35], two robust preconditioners were proposed and analyzed.
Theoretical findings obtained in the present treatise about robustness of precondi-
tioners with respect to material and discretization parameter were demonstrated by
numerical experiments using a stable finite element approximation for the related
saddle-point problem developed herein. Computational efficiency of the precondi-
tioners was assessed revealing that the W -cap preconditioner is more practical. The
Q-cap preconditioner with discretization based on eigenvalue factorization is efficient
for smaller problems, and its application to large scale computing possibly requires
different means of realizing the mapping between the fractional Sobolev spaces.

Possible future work based on the presented ideas includes extending the precon-
ditioners to problems coupling three-dimensional and one-dimensional domains, prob-
lems with multiple disjoint subdomains, and problems describing different physics on
the coupled domains. In addition, a finite element discretization of the problem which
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avoids the constraint of Γh being aligned with facets of Ωh is of general interest.

Appendix A. Brezzi theory.

Theorem 13 (Brezzi). The operator A : V × Q → V ∗ × Q∗ in (16) is an
isomorphism if the following conditions are satisfied:
(a) A is bounded,

(51a) sup
u∈V

sup
v∈V

〈Au, v〉
‖u‖V ‖v‖V

= cA ≡ ‖A‖ <∞;

(b) A is invertible on kerB, with

(51b) inf
u∈kerB

〈Au, u〉
‖u‖2V

≥ α > 0;

(c) B is bounded,

(51c) sup
q∈Q

sup
v∈V

〈Bv, q〉
‖v‖V ‖q‖Q

= cB ≡ ‖B‖ <∞;

(d) B is surjective (this is also the inf-sup or LBB condition), with

(51d) inf
q∈Q

sup
v∈V

〈Bv, q〉
‖v‖V ‖q‖Q

≥ β > 0.

The operator norms ‖A‖ and ‖A−1‖ are bounded in terms of the constants appearing
in (a)–(d).

Proof. See, for example, [14].

Appendix B. Estimated order of convergence. Refinements of a uniform
discretization of geometry (a) in Figure 1 are used to establish order of convergence
of numerical solutions of a manufactured problem obtained using Q-cap and W -cap
preconditioners. The error of discrete solutions uh and vh is interpolated by discon-
tinuous piecewise cubic polynomials and measured in the H1

0 norm. The observed
convergence rate is linear (optimal).

Size
Q-cap W -cap

|u− uh|1,Ω |v − vh|1,Γ |u− uh|1,Ω |v − vh|1,Γ
16899 3.76× 10−2(1.00) 1.32× 10−2(1.00) 3.76× 10−2(1.00) 1.32× 10−2(1.00)
66563 1.88× 10−2(1.00) 6.58× 10−3(1.00) 1.88× 10−2(1.00) 6.58× 10−3(1.00)
264195 9.39× 10−3(1.00) 3.29× 10−3(1.00) 9.39× 10−3(1.00) 3.29× 10−3(1.00)
1052675 4.70× 10−3(1.00) 1.64× 10−3(1.00) 4.70× 10−3(1.00) 1.64× 10−3(1.00)
4202499 2.35× 10−3(1.00) 8.22× 10−4(1.00) 2.35× 10−3(1.00) 8.22× 10−4(1.00)
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ON PRECONDITIONING SADDLE POINT SYSTEMS WITH TRACE
CONSTRAINTS COUPLING 3D AND 1D DOMAINS –

APPLICATIONS TO MATCHING AND NONMATCHING FEM
DISCRETIZATIONS ∗
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Abstract. Multiscale or multiphysics problems often involve the coupling of partial differential
equations posed on domains of different dimensionality. In this work we consider a simplified model
problem of a 3d-1d coupling and the main motivation is to construct algorithms that may utilize
standard multilevel algorithms for the 3d domain, which has the dominating computational complex-
ity. Preconditioning for a system of two elliptic problems posed, respectively, in a three dimensional
domain and an embedded one dimensional curve and coupled by the trace constraint is discussed.
Investigating numerically the properties of the well-defined discrete trace operator, it is found that
negative fractional Sobolev norms are suitable preconditioners for the Schur complement. The norms
are employed to construct a robust block diagonal preconditioner for the coupled problem.

Key words. preconditioning, saddle-point problem, Lagrange multipliers, trace
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1. Introduction. Let Ω be a bounded domain in 3d, while Γ represents a 1d
structure inside Ω, and consider the following coupled problem

−∆u+ u+ pδΓ = f in Ω, (1.1a)

−∆v + v − p = g on Γ, (1.1b)

Tu− v = h on Γ. (1.1c)

Here the term pδΓ is to be understood as a Dirac measure such that
∫
Ω
p(x)δΓv(x) dx =∫

Γ
p(t)v(t) dt for a continuous function v. We remark that from a mathematical

point of view the trace T of u required in (1.1c) is in the continuous case not well-
defined unless the functions are sufficiently regular. For simplicity, the system shall
be considered with homogeneous Neumann boundary conditions.

The system (1.1) is relevant in numerous biological applications where the em-
bedded (three dimensional) structure is such that order reduction techniques can be
used to capture its response by a one dimensional model. Equation (1.1a) then models
processes in the bulk, while (1.1c) is the coupling between the domains. A typical
example of such a system is a vascular network surrounded by a tissue and the order
reduction is due to assumption of radii of the arteries being negligible in comparison
to their lengths. To list a few concrete applications, the 3d-1d models have been used,
e.g., in [17, 21, 16, 31] to study blood and oxygen transport in the brain or in [11] to
describe fluid exchange between microcirculation and tissue interstitium. Efficiency
of cancer therapies delivered through microcirculation was studied in [10], and hyper-
thermia as a cancer treatment in [27]. We note that the employed models are more
involved than (1.1), but that the system still qualifies as a relevant model problem.

�Department of Mathematics, Division of Mechanics, University of Oslo {mirok,
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2 Preconditioning for 3d-1d coupled problems

Due to the measure term and the three-to-one dimensional trace operator, the
problem (1.1) is not standard and establishing its well-posedness is a delicate is-
sue. In fact, considering (1.1a) with a known p and homogeneous Dirichlet bound-
ary conditions, the equation is not solvable in H1

0 (Ω), as ∇u may be unbounded in
the neighborhood of Γ. A similar problem was studied in [14], where two elliptic
problems were coupled via a measure source term, and a unique weak solution was
found using weighted Sobolev spaces. In particular, the weighted spaces ensured that
the trace could be defined as a bounded operator. A corresponding finite element
method (FEM) for the problem was discussed in [13], where optimal convergence in
the weighted Sobolev norm was shown using graded meshes. For an elliptic problem
with measure data, it was shown in [19] that FEM with regular meshes yields optimal
convergence in the L2 norm outside of the fixed neighborhood of the singularity. We
note that the more application oriented works [11, 10, 27], that build on the analysis
in [14, 13], relied on incomplete LU preconditioning.

In the current paper we shall assume that (1.1) is well posed and the focus is
then on the construction of optimal preconditioners for the linear system due to (1.1)
and FEM. Because the computational complexity of the 3d problem dominates the 1d
problem, we put focus on preconditioners that are composed of standard multilevel
algorithms for the 3d problem. This means that the weighted Sobolev spaces, or extra
regularity in the equation in the 3d domain (1.1a), is disregarded, and that we rather
add an extra requirement to (1.1c). We note that u shall be approximated within H1

conforming finite element spaces and as such the approximation has a well defined
trace.

The current paper is an extension of [20], where a system similar to (1.1a)–(1.1c)
was analyzed for the case Ω a bounded domain in 2d and Γ a structure of codimen-
sion one. Therein, robust preconditioners were established, based on the operator
preconditioning framework [26], in which preconditioners are constructed as approxi-
mate Riesz mappings in properly chosen Hilbert spaces. The framework often allows
for construction of order-optimal preconditioners, with convergence independent of
material and discretization parameters, directly from the analysis of the continuous
system of equations. In particular, in [20] it was shown that the proper precondi-
tioning relied on a nonstandard fractional H

1
2 inner product. Crucial for the analysis

was the fact that the trace operator T is a well-defined mapping between H1(Ω) and
H

1
2(Γ), when Γ is of codimension one with respect to Ω. Furthermore, for the finite

element approximation in [20], it was assumed that the discrete meshes representing
Γ and Ω matched in the sense that the cells of the mesh of Γ were edges in the mesh
of Ω. Finally, only continuous linear Lagrange elements were used.

This paper utilizes ideas presented in [20] for the construction of the precondi-
tioner, but here we go beyond what was theoretically established. In particular, we
consider the case where Γ is of codimension two with respect to Ω. As the trace
operator T is not well-defined in the continuous case, we do not attempt to provide
mathematically rigorous proofs, as this would require additional regularity of the solu-
tion. Instead, we study for which s the Hs inner product provides numerically stable
behaviour. In addition, we consider the case where the discretizations of Γ and Ω do
not match. Finally, an approximation by discontinuous elements is discussed.

Our work is structured as follows. In §2 the theoretical background is presented.
Section 3 discusses numerical experiments using spectral and finite element discretiza-
tions that identify suitable norms for the discrete 3d-1d trace operator. In §4 the
identified norms are employed to construct optimal preconditioners for coupled model
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3d-1d problems discretized with FEM and matched discretizations of Ω and Γ. In
§5 this restriction is lifted, the corresponding inf-sup condition is discussed, and we
present numerical experiments that suggest the identified norms lead to good precon-
ditioners. Finally, conclusions are drawn in §6.

2. Notation and preliminaries. Let X be a Hilbert space of functions defined
on a domain D ⊂ Rd, d = 1, 2, 3. The norm of the space is denoted by ‖·‖X , while
〈·, ·〉X′,X is the duality pairing between X and its dual space X ′. We let (·, ·)X
denote the inner product of X, while, to simplify the notation, (·, ·)D is the L2 inner
product. The Sobolev space of functions with m square integrable derivatives is
Hm(D). Finally, Hm

0 (D) denotes the closure of the space of smooth functions with
compact support in D in the Hm(D) norm.

We use normal capital font to denote operators over infinite dimensional spaces,
e.g. A : X → X ′. For a discrete subspace Xh ⊂ X, dimXh = n, the subscript h is
used to distinguish the finite dimensional operator due to the Galerkin method, e.g.,
Ah : Xh → X ′

h defined by

〈Ahuh, vh〉X′,X = 〈Au, vh〉X′,X uh, vh ∈ Xh and u ∈ X.

For a given basis, {φi}ni=1 of Xh, the matrix representation of the operator is denoted
by sans serif font. Thus Ah is represented by A ∈ Rn×n with entries

Ai,j = 〈Ahφj , φi〉X′,X .

Finally, the function uh ∈ Xh is represented in the basis by a coefficient vector u ∈ Rn,
where uh = uiφi (summation convention invoked).

2.1. Properties of the trace operator. We consider Ω ⊂ Rd an open con-
nected domain with Lipschitz boundary ∂Ω and Γ a Lipschitz submanifold of codi-
mension one or two in Ω. The trace operator T is defined by Tu = u|Γ for u ∈ C(Ω).

In case the codimension of Γ is one, the properties of the trace operator are well
known. In particular, T : H1(Ω) → H

1
2(Γ) is bounded and surjective, see, e.g., [1, ch.

7], where H
1
2(Γ) is a fractional Sobolev space equipped with the norm

‖u‖2
H

1
2 (Γ)

= ‖u‖2L2(Γ) +

∫

Γ×Γ

|u(x)− u(y)|2
|x− y|d+1

dxdy.

Moreover, T : H1
0 (Ω) → H

1
2(Γ) is bounded, but not surjective. To define the trace

over H1
0 (Ω) as a surjective operator, the range is given as H

1
2

00(Γ),

H
1
2

00(Γ) = {u ∈ H
1
2(Γ); ũ ∈ H

1
2(Γ̃)} where ũ(x) =

{
u(x) x ∈ Γ

0 x ∈ Γ̃ \ Γ

and Γ̃ is some suitable extension of Γ, e.g., Γ̃ = Γ ∪ ∂Ω, in which case ‖u‖
H

1
2

00(Γ)
=

‖ũ‖H 1
2 (Γ̃). We refer to [20] for these results.

The integral norms of H
1
2(Γ) and H

1
2

00(Γ) can be expensive to compute. For
construction of efficient numerical algorithms, it is therefore more suitable to relate
the spaces to interpolation spaces, see [22, 5] or [20]. For the sake of completeness,
we review here the presentation from [20]. Let u, v ∈ X = H1(Γ). For u fixed
v 7→ (u, v)Γ is in X ′ and by the Riesz-Fréchet theorem there is a unique w ∈ X such
that (w, v)X = (u, v)Γ for any v ∈ X. The operator S : u→ w is injective and compact



4 Preconditioning for 3d-1d coupled problems

and thus the eigenvalue problem Sφi = λiφi (no summation implied) is well-defined.
In addition, S is self-adjoint and positive-definite such that the eigenvalues form a
nonincreasing sequence 0 < λk+1 ≤ λk and λk → 0. By definition, the eigenvectors
satisfy

(φi, v)X = λ−1
i (φi, v)Γ v ∈ X,

or equivalently

Aφi = λ−1
i Mφi with 〈Au, v〉X′,X = (u, v)X and 〈Mu, v〉X′,X = (u, v)Γ. (2.1)

Further, the set of eigenvectors {φk}∞k=1 forms a basis of X, which is orthogonal in
the inner product of X and orthonormal in the L2(Γ) inner product. Finally, for
s ∈ [−1, 1] we define the s-norm of u = ckφk ∈ span{φk}∞k=1 as

‖u‖Hs(Γ) =
√
c2kλ

−s
k . (2.2)

The space Hs(Γ) is defined as the closure of the span{φk}∞k=1 in the s-norm, while
Hs,0(Γ) is then defined analogically toHs(Γ) withX = H1

0 (Γ) in the construction. We
remark that H0(Γ) = L2(Γ), H1,0 = H1

0 (Γ), H1 = H1(Γ) and the norms of the spaces

are equal. Moreover H 1
2
(Γ) = H

1
2(Γ) and H 1

2,0(Γ) = H
1
2

00(Γ) with the equivalence of
norms.

Following the approach in [20], a weak formulation of the homogeneous Dirichlet
problem for (1.1)–(1.1c) with Ω ∈ R3, Γ ⊂ Ω of codimension one, using the method
of Lagrange multipliers, reads: Find (u, v, p) ∈ H1

0 (Ω)×H1
0 (Γ)×Q such that

(∇u,∇φ)Ω + (u, φ)Ω + (p, Tφ)Γ = (f, φ)Ω φ ∈ H1
0 (Ω),

(∇v,∇ψ)Γ + (v, ψ)Γ − (p, ψ)Γ = (g, ψ)Γ ψ ∈ H1
0 (Γ),

(χ, Tu− v)Γ = (h, χ)Γ χ ∈ Q.

(2.3)

Letting Q = Hs,0, the well-posedness of (2.3) is guaranteed as the Brezzi conditions
are satisfied with s = − 1

2 , see [20] for the proof in 2d-1d setting, which immediately
generalizes to 3d-2d. Crucial for the well-posedness is the fact that T : H1

0 (Ω) →
H 1

2,0(Γ) is an isomorphism. Consequently, [26] is invoked to yield a block diagonal
preconditioner for the discretized problem where individual blocks are conceived as
approximations of the corresponding Riesz mappings.

Let now Vh ⊂ H1(Ω). Considering (1.1) on the finite dimensional spaces, we
obtain a variational problem: Find (uh, vh, ph) ∈ Vh ×Wh ×Qh such that

(∇uh,∇φh)Ω + (uh, φh)Ω + (ph, Thφh)Γ = (f, φh)Ω φh ∈ Vh,

(∇vh,∇ψh)Γ + (vh, ψh)Γ − (ph, ψh)Γ = (g, ψh)Γ ψh ∈Wh,

〈χh, Thuh − vh〉Γ = (h, χh)Γ χh ∈ Qh.

(2.4)

Here the discrete trace operator Th is well-defined as the functions in Vh are contin-
uous. The continuous problem, on the other hand, is not well defined since H1 does
not to permit a bounded trace in L2(Γ), see [14]. In turn we cannot directly follow
the steps of [20] and employ operator preconditioning [26] to construct an optimal
preconditioner. Instead, we shall reason about the properties of the discrete system.

From a linear algebra point of view, the problem (2.4) is a saddle-point system
[
A B⊤

B

] [
x
y

]
=

[
b
c

]
.
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Block diagonal preconditioners for such problems can be constructed as an approxi-
mate inverse of the matrix diag(K, L), where K should be spectrally equivalent with
A and L should be spectrally equivalent with the Schur complement BA−1B⊤, see, e.g.,
[32, 33]. Considering (2.4), the key question is thus whether it is possible (in an ef-
ficient and systematic manner) to construct an operator that is spectrally equivalent
with the Schur complement. Motivated by the 2d-1d, the operator shall be based on
the fractional s-norm (2.2).

Following [20], the discrete approximation of the s-norm shall be constructed by
mirroring the continuous eigenvalue problem (2.1). More specifically, let Xh ⊂ X
and matrices A, M be the representations of Ah, Mh; the Galerkin approximations of
operators A, M from (2.1). Then there exists an invertible matrix U and diagonal,
positive-definite matrix Λ satisfying AU = MUΛ. Moreover, the product U⊤MU is an
identity such that the columns of U form an A orthogonal and M orthonormal basis of
Rn. In order to define the discrete norm, we let Hs be a symmetric, positive-definite
matrix

Hs = (MU)⊤Λs (MU) . (2.5)

The matrices Hs,0 are defined analogically to (2.5), using the eigenvalue problem for
the Laplace operator with homogeneous Dirichlet boundary conditions. For uh ∈ Xh

represented in the basis of the space by a coefficient vector u, let c be the representation
of u in the basis of eigenvectors, that is, u = Uc. We then set

‖uh‖Hs(Γ) =
√

u⊤Hsu =
√
c⊤Λsc. (2.6)

The generalized eigenvalue problem required for evaluating the discrete s-norm
(2.6) becomes trivial if the approximation space Vn is such that Vn = span{φi}ni=1,
i.e. the basis is formed by the eigenvectors of the continuous problem (2.1). Such a
discretization is practically limited to Cartesian domains, however, it will prove useful
in studying the trace operator when the codimension of Γ in Ω is two. The technique
is introduced in Example 2.1.

Example 2.1 (Spectral method for 2d-1d coupled problem). Let Ω = [0, 1]
2
,

Γ = {(t, 12 ); t ∈ [0, 1]} and consider the task of finding u ∈ H1(Ω) which minimizes
v 7→ (∇v,∇v)Ω − 2(f, v)Ω subject to Tu = g and u = 0 on the boundary (in the sense
of traces). Introducing V = H1

0 (Ω), Q = H− 1
2,0(Γ) the problem is formulated as a

saddle point system for u ∈ V , p ∈ Q satisfying

(∇u,∇v)Ω + 〈p, Tv〉Q′,Q = (f, v)Ω v ∈ V,

〈q, Tu〉Q′,Q = 〈q, g〉Q′,Q q ∈ Q.
(2.7)

Well-posedness of (2.7) is readily established by verifying the Brezzi conditions [9].
In particular, the inf-sup condition can be shown to hold, see, e.g., Appendix A. By
operator preconditioning [26] the canonical preconditioner for (2.7) is the Riesz map
with respect to the inner product inducing the norm of V ×Q.

The Galerkin approximation of (2.7) is defined with spaces Qm, Vn such that
Qm = span{φk(t)}mk=1 and Vn = span{φi(x)φj(y)}ni,j=1. Recall that functions φk(t) =√
2 sin kπt are the eigenfunctions of (2.1) satisfying −∆φk = (kπ)2φk on Γ. For

greater readability, let us introduce N = n2. In the basis of eigenfunctions, the discrete
trace operator is represented by a trace matrix T ∈ Rm×N with entries

Tk,(i,j) =

{
0 j even

(−1)j+1
√
2δik j odd

.
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Here (i, j) is a column index n(i−1)+j. With matrix A ∈ RN×N and vectors f ∈ RN ,
g ∈ Rm defined in a natural way, the preconditioned linear system from (2.7) is

[
A

H− 1
2,0

]−1 [
A T⊤

T

] [
u
p

]
=

[
A

H− 1
2,0

]−1 [
f
g

]
, (2.8)

where the first matrix is the discretization of the canonical preconditioner. We note
that matrices Hs,0 are diagonal. Consequently Hs,0

−1 = H−s,0.
For stability of the solution obtained by solving (2.8), it is required that the discrete

inf-sup condition holds. Note that for m > n the trace matrix does not have a full row
rank and thus m ≤ n is necessary. We shall set m = n and show that for this choice
the inf-sup condition is satisfied.

By, e.g., [24] or [7], the constant of the discrete inf-sup condition is the smallest
eigenvalue of the generalized eigenvalue problem for the negative Schur complement
of the system matrix, i.e.,

TA−1T⊤e = λH− 1
2,0e,

where (λ ∈ R, e ∈ Rm) is the sought eigenpair. The simple structure of the involved
matrices allows us to compute all the eigenvalues of the problem analytically. In fact,

(
H 1

2,0TA
−1T⊤

)
ij
= Sjδij where Sj =

2

π

n∑

l odd

j

j2 + l2
.

Then Sj ≥ Sn and the lower bound can be evaluated. Using Mathematica [36], we have
obtained limn→∞ Sn = 1

8 as the discrete inf-sup constant. For the largest eigenvalue,
the following estimate can be established

Sj ≤
2

π

∞∑

l odd

j

j2 + l2
=

1

4
tanh jπ

2 ≤ 1

4

and in turn the theoretical spectral condition number for the preconditioned Schur
complement is κ = 2. We remark that the remaining Brezzi constants are both equal
to one and the condition number of (2.8) can be determined from spectral bounds
presented in [32].

The theoretical findings about the condition number of the preconditioned Schur
complement are confirmed by numerical experiments, with results shown in Figure 2.1
and Table 2.1. The figure shows that there is a range of exponents s ∈ [−0.52,−0.5]
for which the condition numbers are stable. Interestingly, in this range s = −0.5 gives
the largest condition number while for s = −0.52 a slightly smaller value is observed,
cf. Table 2.1.

3. Norms for the discrete 3d-1d trace. In Example 2.1 a priori knowledge
of the trace space lead to an optimal preconditioner for the model problem (2.7). In
particular, the norm of the trace space was used to construct a spectrally equivalent
operator to the Schur complement of (2.8). For Ω ⊂ R3 and Γ a one dimensional curve,
the trace space is not a priori known and we shall therefore attempt to characterize
it numerically. To this end, we shall at first use the spectral discretization and search
for the s-norm (2.6) for which the condition number of the preconditioned Schur
complement is bounded in the discretization parameter. We note that the condition
is motivated by the fact that convergence of the preconditioned conjugate gradient
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−0.56 −0.54 −0.52 −0.5 −0.48 −0.46 −0.44

2

4

6

8

s

κ
n = 28

n = 212

n = 216

n = 220

Fig. 2.1: Spectral condition numbers of the generalized eigenvalue problem for matri-
ces TA−1T⊤ and Hs,0, (cf. (2.8)), and different values of the discretization parameter
n. The exponent s = − 1

2 yields condition number 2, independent of n. Only the
exponents s ∈ [−0.52, 0.5] yield stable condition numbers.

Table 2.1: Spectral condition numbers κ of the preconditioned Schur complement
of (2.8) with two preconditioners H−0.5,0 and H−0.52,0. In agreement with analysis,
s = −0.5 yields bounded κ. The value s = −0.52, determined from observations, cf.
Figure 2.1, yields a smaller condition number.

log2 n 8 10 12 14 16 18 20
s = −0.5 1.9848 1.9959 1.9987 1.9997 1.9999 2.0000 2.0000
s = −0.52 1.7189 1.7190 1.7190 1.7190 1.7190 1.7190 1.7190

method is estimated in terms of the condition number, see, e.g., [35]. For suitable s
the linear system with the Schur complement could thus be solved efficiently. We also
note that the condition is weaker than spectral equivalence. In fact, if such s exists,
the matrix Hs,0 is spectrally equivalent with the Schur complement if and only if one
of the extremal eigenvalues is bounded by a constant.

3.1. Trace operator with spectral discretization. Let Ω = [0, 1]
3
, Qm =

span{φj(t)}mj=1 and Vn = span{φi(x)φk(y)φl(z)}ni,k,l=1, cf. Example 2.1. We consider
the problem of minimizing v 7→ (∇v,∇v)Ω − 2(f, v)Ω, v ∈ Vn, subject to v = 0 on
the boundary and the constraint Tv = g on Γ, where the trace operator restricts v
either to Γ1 = {(t, 12 , 12 ); t ∈ [0, 1]} or Γ2 = {(t, t, t); t ∈ [0, 1]} respectively. The weak
formulation of the problem reads

(∇u,∇v)Ω + (p, Tv)Γ = (f, v)Ω v ∈ Vn,

(q, Tu)Γ = (q, g)Γ q ∈ Qm

(3.1)

and is equivalent with a linear system

[
A T⊤

T

] [
u
p

]
=

[
f
g

]
. (3.2)
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n = 210

n = 212

n = 214

n = 216

−0.2 −0.18 −0.16 −0.14 −0.12 −0.1

2

2.5
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s

κ

n = 23

n = 25

n = 27
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Fig. 3.1: Spectral condition numbers computed from the generalized eigenvalue prob-
lem for Schur complement of (3.2) and matrices Hs,0, see (2.6). (Left) The constraint
is considered on Γ = {(t, 12 , 12 ); t ∈ [0, 1]}. (Right) Γ = {(t, t, t); t ∈ [0, 1]} is consid-
ered. With both configurations, values s close to −0.14 yield bounded κ.

In (3.2) the trace matrix T ∈ Rm×N for curve Γ1 is sparse with entries

Tj,(i,k,l) =

{
0 k or l even

(−1)k+1(−1)l+12δij otherwise
.

Here N = n3 was introduced for readability. Note that for m > n the matrix does
not have a full row rank and the system is singular. We therefore set m = n. For
Γ2 the trace matrix is sparse with a more involved sparsity pattern and at most four
nonzero entries per row

Tj,(i,k,l) = 4
√
3

∫ 1

0

sin jπt sin iπt sin kπt sin lπt dt.

Finally, we consider the generalized eigenvalue problem for the Schur complement
of (3.2) and matrices Hs,0 where such exponents are of interest, for which the spectral
condition number κ = λmax/λmin is bounded in the discretization parameter. Note
that with Γ1 the Schur complement is a diagonal matrix Sjδij ,

Sj =
4

π2

n∑

l,m odd

1

j2 + l2 +m2
. (3.3)

For Γ2 the matrix is dense and shall be computed from assembled terms. As such a
smaller n is explored in this configuration.

The results of the numerical experiments with s ∈ [−0.2,−0.1] are summarized
in Figure 3.1. We observe that values s ∈ [−0.145,−0.1] yield bounded condition
numbers for Γ1. The condition numbers are not quite converged for the other config-
uration, however, it is possible to identify unstable exponents s < −0.18. Moreover,
the values close to s = −0.14 appear to be stable also in this configuration. This fact
is easier to appreciate in Table 3.1, which shows λmin, λmax and κ as functions of the
discretization parameter for s = −0.14. With Γ1 the condition number is evidently
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Table 3.1: Smallest and largest eigenvalues λmin, λmax and the spectral condition
numbers κ of the preconditioned Schur complement of (3.2). (Top) The preconditioner
is H−0.14,0. While the eigenvalues are unbounded the condition number is bounded in
n. (Bottom) Matrix H0,0 (identity matrix) is used as the preconditioner. In agreement
with the analysis in Remark 3.1, constant λmin and λmax with a logarithmic growth
are observed.

Γ = {(t, 1
2
, 1
2
); t ∈ [0, 1]} Γ = {(t, t, t); t ∈ [0, 1]}

log2 n λmin λmax κ log2 n λmin λmax κ
10 0.6218 2.0696 3.3285 6 0.8476 1.9916 2.3496
12 0.9167 3.0511 3.3285 7 1.0298 2.4283 2.3581
14 1.3514 4.4982 3.3285 8 1.2513 2.9491 2.3569
16 1.9923 6.6315 3.3285 9 1.5201 3.5804 2.3553

11 0.0648 1.2167 18.7767 6 0.1939 1.2180 6.2807
12 0.0648 1.3270 20.4792 7 0.1938 1.4080 7.2655
13 0.0648 1.4373 22.1818 8 0.1938 1.5985 8.2487
14 0.0648 1.5476 23.8843 9 0.1938 1.7893 9.2312

constant, while for Γ2 the number appears to be bounded. Note that with both con-
figurations the smallest and largest eigenvalues are not bounded and thus H−0.14,0 is
not spectrally equivalent with the Schur complement with the bounds independent of
n. However, any of λmin(n), λmax(n) (or their linear combinations) define a mesh-
depenedent scale τ(n)H−0.14,0 that yields spectral equivalence. Such scale, however,
is not easily computable in general.

In the numerical experiment the range of exponents was limited to s ∈ [−0.2,−0.1]
and the upper bound yielded condition numbers independent of the discretization
parameter, cf. Figure 3.1. The observation raises a question about the suitablity of
s = 0, i.e. considering the multiplier space Qm with the L2 norm. It is shown in
Remark 3.1 that the choice leads to a condition number with logarithmic growth.

Remark 3.1. We consider (3.2) with Γ1. Since H0,0 is (due to the employed
discretization) an identity, the values Sj in (3.3) are the eigenvalues of the precon-
ditioned Schur complement, where H0,0 is the preconditioner. We have Sj ≥ Sn and
observe that the lower bound sums O(n2) terms that are at most n−2 in magnitude.
Thus Sn is bounded from below by a constant. On the other hand the upper bound
Sj ≤ S1 grows as log n.

Note that for the 2d-1d trace and s = 0 we have, cf. Example 2.1,

2

π

n∑

l odd

1

n2 + l2
≤ Sj =

2

π

n∑

l odd

1

j2 + l2
≤ 2

π

n∑

l odd

1

1 + l2
≤ C,

while the lower bound as a sum of O(n) terms with n−2 magnitude decays as n−1.
Thus s = 0 leads to a linearly growing condition number.

The estimates for Ω ⊂ R3 are confirmed by numerical experiment summarized in
Table 3.1. In particular, the constant lower bound and the upper bound growing as
log n, are visible for both configurations.

Experiments with the spectral discretization suggest that there exists an exponent
s, independent of Γ, such that the discrete trace operator Th defined over Vh can be
controlled by the s-norm (2.6). However, the space Vh considered thus far consisted of
infinitely smooth functions. We proceed to show that a similar conjecture holds if the
discrete spaces are obtained by FEM. In particular, the space Vh shall be constructed
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using the H1 conforming continuous linear Lagrage elements.

3.2. Trace operator with FEM discretizaton. Let Vh ⊂ H1(Ω). Further,
let {ψk}mk=1 and {Lj}mj=1 be, respectively, the basis and degrees of freedom/dual basis
nodal with respect to {ψk}mk=1 of the finite element space Qh over Γ. The trace
mapping Th : Vh → Qh shall be defined by interpolation so that ph = Thuh is
represented in the basis by vector p ∈ Rm,

pj = 〈Lj , uh|Γ〉. (3.4)

Equivalently we have p = Tu where u ∈ Rn and the matrix representing the trace
operator has entries

Ti,j = 〈Li, φj |Γ〉,

where {φj}nj=1 are the basis functions of Vh.
Lemma 3.1 (Discrete trace operator by projection). Let uh ∈ Vh be given and

p̃h ∈ Qh be the L2 projection

(p̃h, q)Γ = (uh|Γ, q)Γ, q ∈ Qh.

Further let ph ∈ Qh be defined via (3.4). Then Vh|Γ ⊆ Qh is necessary and sufficient
for ph = p̃h .

Proof. To verify the assertion let qk ∈ Qh be the Riesz representation of Lk, i.e.
(qk, v)Γ = 〈Lk, v〉, v ∈ Qh, and uh ∈ Vh arbitrary. Then by definition (ph, qk)Γ =
〈Li, uh|Γ〉(ψi, qk)Γ and

〈Li, uh|Γ〉(ψi, qk)Γ = (qi, uh|Γ)Γ〈Lk, ψi〉 = (qk, uh|Γ)Γ = (qk, p̃h)Γ

by the property of the Riesz basis {qk}mk=1, nodality of the basis {ψi}mi=1 and definition
of p̃h. It follows that (ph − p̃h, qk)Γ = 0. Note that uh|Γ ∈ Qh was required to apply
the Riesz theorem.

Definition 3.2 (Γ-matching spaces). Let Γ be a manifold in Ω and Qh, Vh the
finite element spaces over the respected domains. The spaces are called Γ-matching if
(i) Vh and Qh are constructed from the same elements and (ii) meshes of Ω and Γ
are matched.

Remark 3.2 (Equivalence of interpolation and projection trace). The condition
from Lemma 3.1 is satisfied with Vh|Γ = Qh if Vh and Qh are Γ-matching. Finally,
note that the interpolation trace is in general cheaper to construct than the trace due
to projection. We shall employ (3.4) throughout the rest of the paper.

Let now Vh, Qh be a pair of Γ-matching spaces constructed from continuous linear
Lagrange elements. Further, the discretization of the geometry shall be such that the
mesh of Ω is finer at/near Γ than in the rest of the domain, cf. Table B.1 in Appendix
B and Figure 4.1. This way the dimensionality of Qh is increased. Finally, we consider
the Schur complement1 of (3.1) preconditioned by different matrices Hs,0. Recall that
previously global trigonometric polynomial basis functions were used with (3.1) and
−0.2 < s ≤ −0.1 yielded condition numbers bounded in the discretization parameter.
Figure 3.2 and Table 3.2 show that the same conclusions hold also if the finite element
discratization is employed.

1 The Schur comeplement is computed from its definition, where the components T, A are
assembled using FEniCS [23, 2] and PETSc [8] libraries. The Laplacian matrix is then inverted by
conjugate gradient method with algebraic multigrid (AMG) preconditioner from Hypre library [15].
Relative tolerance 10−15 was set as a convergence criterion.
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Fig. 3.2: Condition numbers of the Schur complement of (3.1) with finite element
discretization, n = dimQh, and different preconditioners Hs,0. (Left) the curve is
Γ1. (Right) the curve is Γ2. The zoomed out plot shows that s < −0.25 yields
unbounded κ. For both configurations exponents from the interval around s = −0.1
yield bounded condition numbers.

Table 3.2: Condition numbers of Hs,0 preconditioned Schur complement of (3.1) for
selected values of s. The finite element discretization is considered on a sequence of
uniformly refined meshes, see Table B.1. For each discretization the mesh is finer
near Γ than in the rest of the domain. Exponent s = −0.14 observed in the spectral
discretization, cf. Table 3.1, yields bounded κ also with discrization by FEM. Note
that similar to the spectral discretization there is a slight growth of κ for s = 0.

L\s Γ = {(t, 1
2
, 1
2
); t ∈ [0, 1]} Γ = {(t, t, t); t ∈ [0, 1]}

-0.16 -0.14 -0.12 -0.1 0 -0.16 -0.14 -0.12 -0.1 0
1 4.568 4.932 5.517 6.531 19.530 5.760 6.316 7.064 8.129 24.484
2 3.883 4.282 4.804 5.545 17.525 5.743 6.300 7.085 8.175 25.253
3 4.023 4.400 4.927 5.710 19.713 5.192 5.744 6.488 7.525 25.386
4 4.062 4.477 5.045 5.781 21.561 5.381 5.926 6.698 7.798 28.731

Figure 3.2 explores the condition numbers for s ∈ [−0.5, 0]. It is evident, cf. the
zoom-out plot, that for s < −0.25, Hs,0 is not a good preconditioner for the Schur
complement. For both configurations there are exponents in (−0.2, 0) that lead to
bounded condition numbers. For several values of s in this interval, the condition
numbers observed on a sequence of uniformly refined meshes are reported in Table
3.2. Therein s ≤ −0.1 can be observed to lead to bounded κ. Exponent s = 0, i.e.
the L2 norm, leads to a slight growth in κ with both Γ1 and Γ2.

We note that in both configurations the behaviour of the eigenvalues is similar to
the spectral case. In particular, λmax and λmin grow for s ≤ −0.1, whereas for s = 0
only λmax grows while λmin is bounded by a constant, see Table 3.3. Since the extremal
eigenvalues are in general not bounded by a constant, Hs,0 is not a discretization of an
operator spectrally equivalent to the Schur complement with constants independent
of the discretization parameter. However, the relation observed in the experiments

0 < λmin(h) ≤
x⊤TA−1T⊤x

x⊤Hs,0x
≤ λmax(h) x ∈ Rm (3.5)
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Table 3.3: Smallest and largest eigenvalues of the Hs,0 preconditioned Schur comple-
ment considered in Table 3.2. Similar to spectral discretization both the extremal
eigenvalues grow for s = −0.14 while the lower bound is constant and the upper one
grows for s = 0.

L
Γ = {(t, 1

2
, 1
2
); t ∈ [0, 1]} Γ = {(t, t, t); t ∈ [0, 1]}

s = −0.14 s = 0 s = −0.14 s = 0
1 (0.290, 1.433) (0.051, 1.000) (0.207, 1.310) (0.041, 1.000)
2 (0.420, 1.799) (0.059, 1.040) (0.256, 1.610) (0.041, 1.026)
3 (0.502, 2.208) (0.059, 1.161) (0.342, 1.965) (0.045, 1.145)
4 (0.603, 2.701) (0.059, 1.276) (0.401, 2.379) (0.044, 1.265)

suggests existence of a mesh dependent scale in which spectral equivalence can be
achieved. In particular, rescaling the s-norm matrix as λmin(h)Hs,0 leads to constant
bounds, cf. observed constant spectral condition number. We remark that λmin is
bounded away from zero for all h, in fact the eigenvalue increases with h−1, and in
this sense the discrete inf-sup constant never approaches zero.

Based on the mesh-dependent s-norm a block-diagonal preconditioner
diag(A, λmin(h)Hs,0)

−1 could be analysed and shown to be optimal using the results
of [32, 33] (see also the review paper [29]). However, obtaining the scale is compu-
tationally expensive. We shall therefore proceed with (2.6) only. In particular, the
exponents s identified previously shall be used to construct preconditioners for several
3d-1d constrained problems. We note that the bounds (3.5) enter estimates for con-
vergence of iterative solvers, see, e.g., [33], and since the bounds here are not constant,
the proposed preconditioners are theoretically suboptimal. Nevertheless, the number
of iterations in the studied examples will be bounded. We remark that the smallest
and largest eigenvalues are never far from unity in our examples.

4. Trace coupled problems. The previous experiments revealed a range of ex-
ponents s for which matrices Hs behaved similarly to the Schur complement, in terms
of stability of the condition number, of the related generalized eigenvalue problem.
To simplify the discussion, we shall in the following employ s = −0.14. The exponent
shall be used to construct preconditioners for two model 3d-1d coupled problems.

4.1. Babuška’s problem. Let Vh, Qh be a pair of Γ-matching spaces con-
structed by continuous linear Lagrange elements and consider the problem: Find
u ∈ Vh ⊂ H1(Ω), p ∈ Qh such that

(∇u,∇v)Ω + (u, v)Ω + (p, Tv)Γ = (f, v)Ω v ∈ Vh,

(q, Tu)Γ = (q, g)Γ q ∈ Qh.
(4.1)

The system (4.1) is a Lagrange multiplier formulation of the minimization problem
for v 7→ ‖v‖2H1(Ω) − 2(f, v)Ω, and the constraint Tv − g = 0 on Γ. We note that the
problem is considered with homogeneous Neumann boundary conditions. A similar
problem with Ω ⊂ R2 and Γ ⊂ ∂Ω was first studied in [6] to introduce Lagrange
multipliers as means of prescribing boundary data.

Similar to the Schur complement study in Section 3.2, the problem shall be consid-
ered with two different curves Γ. Moreover, for each configuration we consider three
different sequences of uniformly refined meshes, to investigate numerically whether
the construction of the preconditioner relies on a quasi-uniform mesh, or if shape-
regular elements are sufficient. In a uniform discretization the characteristic mesh
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Fig. 4.1: Domains used in experiments with matching discretization. The one di-
mensional curve Γ is drawn in blue with element boundaries signified by red dots.
(Left) The curve is, respectively, a horizontal or diagonal segment. The triangulation
of Ω is either refined or coarsened at Γ. (Right) The curve contains branches and
bifurcations, thus capturing some of the features of complex vascular systems.

size of Ω and Γ are identical and the tessellation of Ω is structured. In finer and
coarser discretizations the mesh is unstructured and is either finer or coarser near Γ
than in the rest of the domain. The example meshes are pictured in Figure 4.1. In-
formation about the parameters of the discretizations and sizes of the corresponding
finite element spaces are then summarized in Table B.1.

Since (4.1) is considered with Neumann boundary conditions, the block diagonal
preconditioner for the system shall have the multiplier block based on Hs (not Hs,0).
We propose the following preconditioned linear system

[
A+M

H−0.14

]−1 [
A+M (MΓT)

⊤

(MΓT)

] [
u
p

]
=

[
A+M

H−0.14

]−1 [
f
g

]
, (4.2)

where M and MΓ are, respectively, the mass matrices of Vh and Qh. We remark that
the proposed preconditioner is not theoretically optimal because of the estimate (3.5).

In our implementation the leading block of the preconditioner is inverted by al-
gebraic multigrid from the Hypre2 library [15]. The system is then solved iteratively
with the minimal residual method (MINRES) implemented in cbc.block [25] and re-
quiring a preconditioned residual norm smaller than 10−12 for convergence. The initial
vectors were random.

The recorded iterations counts are reported in Table 4.1. It can be seen that
the proposed preconditioner results in a bounded number of iterations for all the
considered geometrical configurations and their discretizations. In the table we also
report iteration counts for the preconditioner that employs H0 = MΓ for the multiplier

2We have used default values of all the parameters.
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Table 4.1: Iteration counts for preconditioned Babuška’s problem (4.1) with precon-
ditioners based on (2.5) and s = −0.14 or s = 0 (discrete L2 norm). Two geometric
configurations and their different discretizations (L denotes the refinement level) are
considered cf. Figure 4.1 and Table B.1. Both preconditioners yield bounded number
of iterations. The L2 norm leads to a less efficient preconditioner.

L
Γ = {(t, 1

2
, 1
2
); t ∈ [0, 1]} Γ = {(t, t, t); t ∈ [0, 1]}

uniform finer coarser uniform finer coarser
2 (28, 59) (53, 81) (44, 46) (29, 57) (73, 107) (62, 71)
3 (27, 68) (52, 82) (49, 58) (27, 59) (69, 103) (64, 81)
4 (25, 70) (52, 83) (47, 62) (25, 61) (69, 105) (67, 88)
5 (23, 70) (53, 83) (51, 71) (25, 62) (70, 105) (67, 91)

block. Recall that with s = 0 and spectral discretization, the spectral condition
number of the preconditioned Schur complement showed a logarithmic growth, cf.
Table 3.1. Using FEM, the growth was less evident (see Table 3.2), however, the
condition number was significantly larger than for s = −0.14. The iteration counts
agreee with this observation; the L2 norm leads to at least 20 more iterations. We
remark that the norms in which the convergence criterion is measured differ between
the two cases.

4.2. Model multiphysics problem. Building upon the Babuška problem we
next consider a model multiphysics problem (1.1). A similar problem with Ω ⊂ R2

and Γ a manifold of codimension one was previously studied by the authors in [20].
Therein it was found that the problem is well posed with the Lagrange multiplier in
the intersection space H− 1

2(Γ) ∩H−1(Γ). The structure of the space was mirrored by
the preconditioner, which used (H−0.5 + H−1)

−1
in the corresponding block.

We note that the exponent − 1
2 was dictated by the properties of the continuous

trace operator. In the 3d-1d case, which is of interest here, we shall instead base the
exponent/preconditioner on the previous numerical experiments. More specifically,
the linear system obtained by considering (2.4) on finite dimensional finite element
subspaces



AΩ +MΩ (MΓT)

⊤

AΓ +MΓ MΓ

(MΓT) MΓ





u
w
p


 =



f
g
h


 (4.3)

shall be considered with the preconditioner



AΩ +MΩ

AΓ +MΓ

H−0.14 + H−1




−1

. (4.4)

Note that in (4.4) the structure of the trailing block mimics the related 2d-1d prob-
lem. We remark that in the implementation, the remaining two blocks are inverted
by AMG. Moreover the discrete spaces are such that Wh = Qh and Vh, Qh are Γ-
matching. As in the previous example, continuous linear Lagrange elements are used.
To demonstrate the performance of the preconditioner, (2.4) is considered on the same
geometrical configurations and their discretizations as (4.1). The preconditioned sys-
tem is then solved by MINRES, starting from a random initial vector and terminating
if the preconditioned residuum is less than 10−12 in magnitude. As can be seen in
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Table 4.2: Iteration counts for the model problem (4.3) with preconditioner (4.4).
Spatial configurations and disretizations from Table 4.1 are considered. In all the
cases the number of iterations is bounded.

L
Γ = {(t, 1

2
, 1
2
); t ∈ [0, 1]} Γ = {(t, t, t); t ∈ [0, 1]}

uniform finer coarser uniform finer coarser
2 51 45 42 44 62 62
3 49 45 48 43 59 62
4 47 43 47 43 59 64
5 46 43 49 42 59 66

Table 4.2, the preconditioner yields bounded iteration counts. Interestingly, the con-
vergence is faster on the finer discretization than on the coarser one. We note that
the systems on the latter discretization are in general of smaller size and have more
than a factor 10 fewer degrees of freedom in Qh.

In the examples presented thus far, Γ was always a straight segment. To show
that the preconditioner (4.4) (or the general idea of Hs based preconditioners for 3d-1d
problems) is not limited to such simple curves, we shall in the final example consider
(2.4) with Γ having a more complicated stucture. The considered domain, pictured in
the right pane of Figure 4.1, is inspired by biomechnical applications and is intended
to mimic some of the features of the vasculature. In particular, the domain consists
of numerous branches and contains multiple bifurcations.

Repeating the setup of the previous experiment, Table 4.3 reports the iteration
counts for the (4.4) preconditioned linear system (4.3), obtained by considering (2.4)
on the complex Γ. The number of iterations is clearly bounded. In fact, the number
decreases with refinement.

The good performance of the proposed preconditioner in all the considered ex-
amples brings in the question of practicability of its construction. Here, the question
shall be addressed by considering the setup costs of the preconditioner for the domain
with complex Γ. The choice is motivated by the fact that (i) the domain is potentially
relevant for practical applications and (ii) the large (releative to dimVh) number of
degrees of freedom of Qh puts the emphasis on the construction of (2.5). We note
that the costs are expected to be determined by the multigrid setup and the solution
time of the generalized eigenvalue problem (2.5). As in [20] the eigenvalue problem is
solved by the DSYGVD routine from LAPACK [3].

The timings obtained on a Linux machine with a single Intel Xeon E5-2680 CPU
with 2.5GHz and 32GB of RAM are reported in Table 4.3. The observed costs of the
eigenvalue solve are 3-4 times smaller than that of the multigrid setup, and thus the
spectral construction does not present a bottleneck. Morover, both AMG and GEVP
are expected to scale roughly as dimQh

3. However, due to the cubic scaling, the
system/preconditioner is unlikely to be assembled/setup in serial. For such a case,
a scalable parallel implementation, for the construction of (2.5), remains an issue,
and approaches that provide the approximate action of Hs matrices may offer better
performance. Examples of such approaches are the Lanczos method [5, 4], contour
integrals [18] or fast Fourier transforms [28]. We refer to [20] for a more thorough
discussion of the subject.

5. Nonmatching discrete trace. The numerical examples presented thus far
have always employed Γ-matching finite element spaces. We note that in [20] this
construction is shown to imply that the discrete inf-sup condition holds for problems
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Table 4.3: Iteration counts and setup costs (in seconds) for system (4.3) and precon-
ditioner (4.4). Both operators are assembled for the complex Γ pictured in Figure
4.1. The number of iterations is bounded in the discretization parameter. In the con-
sidered example, the eigenvalue (GEVP) based construction (2.5) does not present a
bottleneck as it is 3-4 times cheaper than setting up the algebraic multigrid (AMG).

dimVh dimQh # AMG [s] GEVP [s]
18K 817 86 0.2 0.1
100K 1605 81 1.9 0.6
634K 3193 76 15.0 4.2
4.8M 6381 68 141.6 36.4

(4.1) and (2.4) considered with Ω ⊂ R2 and Γ a one dimensional curve. However,
the assumption of matched discretizations of Ω and Γ can be too limiting, e.g, if fine
resolution is requested on the curve. In this section we present numerical examples
using the Babuška problem (4.1), which demonstrate that the assumption is not nec-
essary and to the extent given by the new inf-sup condition the discretizations can be
independent. For stable discretizations, preconditioners based on characterization of
the trace space will remain optimal. We note that from the point of view of Lemma
3.1 the spaces shall be such that Vh|Γ ⊃ Qh.

5.1. Codimension 1. Consider (4.1) with Ω ⊂ R2. For Γ ⊂ ∂Ω, the finite
element discretization of the problem requires that the spaces Vh, QH (we use different
subscripts to indicate the difference in underlying triangulations) are such that h ≤ cH
for some c < 1. Here h is understood as a mesh size of Vh on Γ. The inequality ensures
that the discrete inf-sup condition is satisfied, see, e.g., [34, 12]. We note that [30]
shows that the inequality is not necessary.

Let now Γ be a curve, contained in Ω, where the domains are discretized such
that the condition from the previous paragraph is met. Further, the space Vh shall
be discretized by continuous linear Lagrange elements, while, for the construction of
QH , either the same elements or piecewise constant Lagrange elements are employed.
We note that with the latter choice the eigenvalue problem for the discrete s-norm
simplifies, since the mass matrix is diagonal in this case.

Table 5.1 reports the number of MINRES iterations on the system (4.1), using
diag(AMG(A + M),H−0.5

−1) as the preconditioner. The iterations are started from
a random vector using 10−12 as the stopping tolerance for the magnitude of the
preconditioned residuum. With both considered finite element discretizations of the
multiplier space the number of iterations is bounded indicating (i) that the inf-sup
condition is satisfied and (ii) the optimality of the preconditioner. We note that
for h > H, the iterations are unbounded (not reported here) and thus the inf-sup
condition is clearly not satisfied. An example of a pair of inf-sup stable and unstable
discretizations is shown in Figure 5.1.

5.2. Codimension 2. For Γ a manifold of codimension two a condition guaran-
teeing the discrete inf-sup condition and stability of the discretization of (4.1) is not
available. However, we shall assume that the inequality h ≤ cH, c < 1 plays a role
also in the 3d-1d case and discretize the domains accordingly.

The problem (4.1) is considered with two carefully constructed curves Γ, see
Figure 5.1, and Ω a unit cube discretized such that the inequality is ensured. As
before, the spaces QH are constructed from continuous piecewise linear or discon-
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Fig. 5.1: Domains used in experiments with nonmatching discretization. (Left) The
spaces Vh and QH are inf-sup stable for (4.1) if h ≤ cH, c < 1. The condition is
satisfied/violated in the top/bottom configurations. (Right) The 3d-1d experiments
use two curves Γ. The mesh of Ω is obtained by first subdividing the domain into
odd number of cubes in each direction. Thus degrees of freedom of Vh, QH are not
associated with identical spatial points. Moreover h≪ H is ensured in the refinement.

Table 5.1: Iteration counts and error convergence for (4.1) and Ω a unit square and
Γ a circle. The spaces Vh and QH are formed either by continuous linear Lagrange
elements or QH uses discontinuous piecewise constant Lagrange elements. Note that
Γ is closed and thus QH has the same dimension with either of the elements. The
inequality h ≤ cH, c < 1 is respected ensuring that the inf-sup condition is satisfied.
Consequently the iteration count is bounded. Both pairs yield optimal, order 1,
convergence in H1(Ω) norm of the error u − uh. We note that the exact solution is
smooth. The error of the Lagrange multiplier measured in the s = − 1

2 norm (2.6) (on
the same mesh) norm decays with order 1.5.

dimVh dimQH
QH continuous QH discontinuous

# ‖u− uh‖V ‖p− ph‖Q # ‖u− uh‖V ‖p− ph‖Q
22K 136 52 9.54E-02 5.28E-03 47 9.54E-02 3.68E-03
87K 272 52 4.78E-02 1.71E-03 48 4.78E-02 1.15E-03
348K 544 51 2.39E-02 5.77E-04 49 2.39E-02 4.18E-04
1.4M 1088 51 1.19E-02 1.87E-04 50 1.19E-02 1.49E-04

tinuous piecewise constant Lagrange elements. We note that the dimQh ≪ dimVh.
Further, the MINRES iterations use the same initial and convergence conditions as
in §5.1, while diag(AMG(A+M),H−0.14

−1) is used as the preconditioner. In Table 5.2
we observe that the discretization and the preconditioner lead to bounded iteration
counts. We note that too fine a discretization of Γ, i.e., violating the inequality, leads
to unbounded iterations.

6. Conclusions. We have discussed preconditioning of a model multiphysics
problem (1.1), where two elliptic subproblems were coupled by a trace constraint,
bridging the dimensionality gap of size two. The design of preconditioners for the
problem followed our previous work [20]. In particular, the discrete fractional Sobolev
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Table 5.2: Iteration counts for (4.2) posed on Ω ⊂ R3 and the two curves pictured
in Figure 5.1. For each domain, QH from continuous linear (first column) or discon-
tinuous constant (second column) Lagrange elements is considered. The domains are
discretized such that h ≤ cH, c < 1. In all the cases, the number of iterations is
bounded.

dimVh
Square Spiral

dimQH # dimQH # dimQH # dimQH #
33K 16 36 16 24 29 48 28 36
262K 32 38 32 24 57 48 56 35
2.1M 64 36 64 23 113 46 112 35
6.0M 128 38 128 24 225 48 224 36

norm was employed in order to facilitate the re-use of standard multilevel precondi-
tioners for the 3d domain. Previously, the Sobolev index was dictated by properties
of the continuous 2d-1d trace operator. Due to the difficulty of establishing a well-
posed 3d-1d trace operator for functions in H1, we relied on properties of the discrete
trace. Using spectral and finite element discretizations, a range of suitable (nega-
tive) Sobolev indices was found. Consequently, preconditioners for coupled problems
were built and their performance was demonstrated by a series of numerical experi-
ments. The proposed preconditioners were robust with respect to the discretization
parameter. Finally, the work in [20] was extended by considering independent dis-
cretizations of the bulk and embedded domains and by using discontinuous elements
for the Lagrange multiplier space.

An obvious weakness of the presented work is the lack of a theoretical foundation,
as the well-posedness of (1.1) was assumed and not established. Thus, referring to the
idea of operator preconditioning, the continuous picture behind the preconditioner is
missing.

Appendix A. Inf-sup condition for Example 2.1. Let Ω− = [0, 1] ×
[
0, 12

]
,

Ω+ = [0, 1]×
[
1
2 , 1

]
. Further, let g ∈ H 1

2,0(Γ) be given. The functions u
i
g, i ∈ {−,+} are

the unique weak solutions of −∆uig = 0 in Ωi with homogeneous boundary conditions

on ∂Ωi \ Γ and Tug = g on Γ. Then

‖uig‖H1
0 (Ω

i) ≤ Ci‖g‖H 1
2,0

(Γ)

for some constants independent of the domain. Moreover,

ug(x) =

{
u−g (x) x ∈ Ω−

u+g (x) x ∈ Ω+

is such that ∇ug (defined piecewise) is in L2(Ω) and thus ug ∈ H1
0 (Ω). Finally, the

estimate ‖ug‖H1
0 (Ω) ≤ C‖g‖H 1

2,0
(Γ) holds. Then, by surjectivity of the trace, we get

the estimate

‖q‖H− 1
2,0

(Γ) = sup
g∈H 1

2,0
(Γ)

〈q, g〉H− 1
2,0

(Γ),H 1
2,0

(Γ)

‖g‖H 1
2,0

(Γ)
≤ 1

C
sup

ug∈H1
0 (Ω)

〈q, Tug〉H− 1
2,0

(Γ),H 1
2,0

(Γ)

‖ug‖H1
0 (Γ)

≤ 1

C
sup

v∈H1
0 (Ω)

〈q, Tv〉H− 1
2,0

(Γ),H 1
2,0

(Γ)

‖v‖H1
0 (Γ)
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and the inf-sup condition for (2.7) is satisfied.

Appendix B. Geometrical configurations and their discretization. Nu-
merical experiments with the Schur complement in §3.2 and the coupled problem in §4
are considered on sequences of uniformly refined meshes, discretizing the geometrical
configurations shown in Figure 4.1. The Schur complement experiment is considered
with straight segments Γ = {(t, 12 , 12 ); t ∈ [0, 1]} or Γ = {(t, t, t); t ∈ [0, 1]}. For each
case the domains are discretized in three ways: (uniform) the meshes for Ω, Γ have
the same characteristic size, (finer) the mesh of Ω is finer at Γ than in the rest of
the domain, (coarser) the mesh of Ω is coarser at Γ than in the rest of the domain.
Parameters of the meshes for each refinement level are summarized in Table B.1.

Table B.1: Sizes of FEM spaces and mesh parameters for different levels of refinements
(L). The length of the largest cell in the mesh of Γ is denoted by H. For readability
the reported value is H×103. Lengths of smallest/largest edges of cells of the mesh for
Ω\Γ are respectively hmin and hmax. (Top) In uniform discretization the characteristic
mesh size of Ω and Γ triangulations are identical. (Middle) Finer discretization uses
finer mesh near Γ. (Bottom) In the coarser cases the mesh of Γ is coarser near the
curve.

L
Γ = {(t, 1

2
, 1
2
); t ∈ [0, 1]} Γ = {(t, t, t); t ∈ [0, 1]}

dimVh dimQH
hmin
H

hmax
H

H dimVh dimQH
hmin
H

hmax
H

H

1 5K 17 1.7 1.7 62.5 5K 17 1.0 1.0 108.3
2 36K 33 1.7 1.7 31.2 36K 33 1.0 1.0 54.1
3 275K 65 1.7 1.7 15.6 275K 65 1.0 1.0 27.1
4 2.1M 129 1.7 1.7 7.8 2.1M 129 1.0 1.0 13.5
5 6.1M 183 1.7 1.7 5.5 6.1M 183 1.0 1.0 9.5

1 12K 161 1.1 32.9 6.2 9K 187 1.0 22.5 9.4
2 72K 321 1.0 35.3 3.1 46K 373 0.9 24.7 4.7
3 476K 641 0.9 39.0 1.6 308K 742 0.8 27.3 2.3
4 3.7M 1281 0.8 40.6 0.8 2.2M 1481 0.8 27.0 1.2
5 6.8M 1601 0.7 40.8 0.6 7.4M 2220 0.8 27.0 0.8

1 11K 9 0.2 1.7 125.0 5K 16 0.2 1.7 122.5
2 59K 17 0.2 1.9 62.5 30K 31 0.2 2.0 61.2
3 375K 33 0.2 2.1 31.2 194K 59 0.2 2.2 30.6
4 2.7M 65 0.2 2.1 15.6 1.4M 114 0.2 2.3 15.5
5 8.5M 97 0.2 2.5 10.4 4.4M 169 0.2 3.2 10.4
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Abstract. The Neumann problem for linear elasticity is singular with a kernel formed
by rigid motions. Unless removed, the kernel causes problems for both direct and iterative
methods. In this paper we shall first discuss how the basis of the nullspace may be used
to formulate a well posed problem. Afterwards we present a simple and efficient technique
for computing an orthonormal basis of the kernel. We give examples where the technique
is used to characterize the space of rigid motions in complex domains. Finally, we show
how iterative methods may exploit this basis for efficiency.

1 Introduction

In this paper we shall study efficient iterative methods for solving the linear elasticity
equation subject to Neumann boundary conditions. The problem reads

−div · (σ (u)) = f in Ω,

σ (u) · n = h on ∂Ω,
(1)

where u is the unknown displacement vector while σ is the (symmetric) stress tensor
defined by the constitutive law σ (u) = 2µε (u)+tr (ε (u)) I with µ, λ denoting the material
parameters and ε (u) the symmetric part of the displacement gradient. Moreover I is the
identity tensor while tr denotes a trace. Finally n is the outer normal vector of the body
Ω and f, h are respectively the volume and surface forces acting on the body.

Variants of the Neumann problem describe a range of physical phenomena. For example
in Tobie et. al. [1] the solution provides insight into internal processes of the Saturn’s
moon Enceladus, while Sanderud [2] uses the Neumann problem to study a condition of the
brain known as hydrocephalus. In order to solve (1) one must recognize the fact that the

1
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problem is not well posed. First of all, a solution exists if and only if the net force and the
net torque on the body are zero (see, e.g., [4]). This condition places a restriction on the
forces f, h and it is also referred to as a compatibility condition. Secondly, even if u solves
(1) for some compatible data, the solution is not unique. In fact, for Ω ⊂ Rd, d = 2, 3 there
exist, respectively, three and six linearly independent functions zi such that σ (zi) = 0.
Consequently function u+ v for v an arbitrary combination of zi is also a solution of (1).
Such functions v are called rigid motions. Due to the ambiguity of solution a careless
discretization of the problem results in a singular system.

To circumvent the singular system a displacement can be fixed in d nodes or different
boundary conditions can be used for the continuous problem. For example, Dirichlet
boundary condition may be prescribed on some part of the boundary or Robin boundary
conditions may be used with a small weight factor controlling the displacement. Both
of these methods modify the matrix of the system such that it is no longer singular.
Bochev and Lehoucq [3] report that the preferred method amongst practitioners is to
fix the solution datum. The latter approach is applied in [2] where it is also found that
the solution close to the boundary is affected by the modified boundary conditions. If
modifying the system matrix is not desirable, the solution can be obtained by Krylov
subspace iterations. In fact, a symmetric singular linear system Au = b can be solved by
the Krylov method provided that the vector b is l2-orthogonal to the nullspace of A and
the approximate solution remains orthogonal to the nullspace throughout the iterations.
The approach is supported by linear algebra packages such as Trilinos [6], PETSc [5],
or PyAMG [13] where the nullspace is provided in the form of an l2-orthonormal basis.
As we shall demonstrate in the later sections the numerical solution obtained by the
iterative method is not always a good approximation to the true solution. Moreover the
convergence rate of the error in the L2-norm is suboptimal.

Broadly speaking the methods for solving (1) listed thus far treat the singularity on
a discrete/algebraic level. Either the invertible system was obtained by modification of
the matrix via artificial boundary conditions or the kernel of the matrix was considered.
On the other hand there exists a class of methods where the singularity is treated on a
continuous level. A well known method of this type is the Lagrange multipliers which
yields a saddle point formulation of (1) and after discretization a symmetric indefinite
linear system. The main focus of the current paper is a symmetric positive definite
formulation of (1) and its connection to the saddle point formulation. In Bochev and
Lehoucq [3] similar idea is explored in the context of augmented/stabilized Lagrangian
formulation of the singular Poisson problem. Here we shall follow a different line of
reasoning.

The symmetric positive definite formulation is derived from an abstract framework
for solving singular problems with a known kernel which is specified as an orthogonal
basis. In the framework the relation of the formulation to the saddle point problem
becomes evident. The framework is developed in the next section. Then in Section 3 the
basis for the space of rigid motions over arbitrary body is constructed. Section 4 begins
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with a discussion of preconditioners that are used to solve efficiently the linear system
stemming from the proposed formulation of the Neumann problem (1). Afterwards the
numerical results are shown to verify the properties of the method. Finally the singular
Poisson problem is used to compare the presented method with Krylov method for solving
symmetric singular linear systems.

2 Abstract framework for singular problems with known kernel

For completeness and clarity we list here some basic properties of the singular varia-
tional problems. The results can be found in books on mathematical theory of the finite
element method, e.g., [4, 11].

We let V denote a Hilbert space over body Ω and (·, ·) the L2-inner product. We
assume that a : V × V 7→ R is a symmetric continuous bilinear form and that there exist
finite k = dim(Z), where Z is the nullspace of the bilinear form. For z ∈ Z, we have
a (z, v) = 0 for any v ∈ V . Finally we assume that the form is coercive on the orthogonal
complement of Z in V which we denote as Z⊥. Under these assumptions on a we want
to solve a variational problem:

Find u ∈ V such that a (u, v) = L(v) ∀v ∈ V, (2)

for some linear continuous functional L. The problem (2) is not solvable for all L. In fact
the solution exists if and only if for all z ∈ Z we have L(z) = 0. For such (compatible) L
the solution is not unique as for u some solution of (2) the function u+z is also a solution.
The space V is therefore too large to find a unique solution. However a unique solution
of (2) with compatible L exists in Z⊥. The unique solution can be found by considering
a constrained saddle point problem: Find [u, α] ∈ V × Rk such that

a (u, v) + αj
(
v, zj

)
+ βj

(
u, zj

)
= L(v) ∀ [v, β] ∈ V × Rk. (3)

Here zj, j = 1, · · · , k are the orthonormal basis functions of Z (note that the basis func-
tions here do not need to be orthonormal). Problem (3) is uniquely solvable since the
requirements of the Brezzi theory [10] on the form a are satisfied by assumption while
choosing w = z1 + z2 + · · ·+ zk yields

sup
v∈V

αj (v, zj)

‖v‖V
≥ αj (w, zj)

‖v‖V
=

αT1

‖v‖V
.

The inf-sup condition is thus satisfied with constant γ = 1
‖w‖V

> 0. Here αT1 denotes an

Euclidean inner product between vectors α and 1. We remark that in (2) no compatibility
condition is required from L.

In the saddle point formulation k new unknowns have been introduced. However, an
informal calculation shows that the vector of Lagrange multipliers α ∈ Rk is not a true
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unknown. Indeed, testing (3) with functions [zi, 0] , i = 1, 2, · · · k it follows that αi = L(zi).
The variational problem can now be rearranged yielding: Find u ∈ V such that

a (u, v) + βj
(
u, zj

)
= L

(
v −

(
v, zi

)
zi
)
∀ [v, β] ∈ V × Rk. (4)

In (4) observe that L (v − (v, zi) zi) = 0 for all v ∈ Z and thus the role of α is to ensure
that the functional L is compatible. We remark that by testing (4) and (3) with [0, β] it
follows that the solution belongs to the orthogonal complement Z⊥.

The observation about the role of multipliers suggests that there exists a formulation
where the only unknown is the primary unknown u. The formulation can be obtained
based on the following reasoning. Let operator A be defined by

〈A ([u, α]) , [v, β]〉 = a (u, v) + αj
(
v, zj

)
+ βj

(
u, zj

)
,

where [u, α] , [v, β] ∈ V × Rk. Further let B,

〈B ([u, α]) , [v, β]〉 = a (u, v) + (u, zj) (v, zj) + αTβ.

Operator B defines an inner product over V × Rk. The norm it induces controls the
multiplier in its natural space l2. Further letting u = uZ + uZ⊥ , where uZ = (u, zj) zj,
uZ⊥ = u − (u, zj) zj, we have 〈B ([u, α]) , [u, α]〉 = a (uZ⊥ , uZ⊥) + (uZ , zj) (uZ , zj) + αTα.
The norm induced by B thus controls the part of u in the orthogonal complement only
by the energy norm and in this sense it is optimal.

Next consider a generalized eigenvalue problem A ([u, α]) = λB ([u, α]). Seeing how
the norm induced by B separates the kernel from the complement we propose functions
[zj,−tj] , j = 1, 2, · · · , k and [w, 0] as solution candidates. Here tj is the j-th standard
unit vector in Rk and w is arbitrary element of Z⊥. Indeed we get by a direct calculations
that for all [v, β] ∈ V × Rk

a (w, v) = λa (w, v) and −
(
v, zj

)
+ βj = λ

((
v, zj

)
− βj

)
. (5)

Thus (1, [w, 0]) and (−1, [zj,−tj]) are solutions of the eigenvalue problem. As a corollary
we have that a spectrum of the generalized eigenvalue problem is formed only by eigen-
values λ = 1 and λ = −1. Moreover, the number of negative eigenvalues matches the
dimension of the kernel Z. A computational verification of the claims can be found in
Figure 1 which shows computed spectrum of the generalized eigenvalue problem for (1)
posed over a three dimensional domain. As a further observation note that the second
equation in (5) is also solved by (1, [zj, tj]). The first set of solutions, (−1, [zj,−tj]),
highlights the indefiniteness of A but with the second one λ = 1 is the only eigenvalue.
Therefore for any [u, α] ∈ V ×Rk it holds that A ([u, α]) = B ([u, α]). Thus especially for
α = 0 we have

〈A ([u, 0]) , [v, β]〉 = a (u, v) +
(
u, zj

) (
v, zj

)
.
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Figure 1: Spectrum of the (generalized) eigenvalue problem for linear elasticity equation with Neumann
boundary conditions. Spectrum of the eigenvalue problem for operator A is plotted in red against the
left axis while the spectrum of the generalized eigenvalue problem is shown in the blue color against the

right axis. The body was Ω =
[
− 1

2 ,
1
2

]3
and piecewise-linear continuous elements were used to construct

space Vh. In agreement with our analysis the computed spectrum consists only of eigenvalues λ = 1 and
λ = −1, where the number of the negative eigenvalues is six. Recall that for a three dimensional body
the space of rigid motions is six dimensional.

Finally comparing the left hand side with (4) we observe that for compatible L the
solution of saddle point problem (3) can be instead obtained as a solution to the symmetric
positive-definite problem: Find u ∈ V such that

a (u, v) +
(
u, zj

) (
v, zj

)
= L (v) v ∈ V. (6)

Note that by compatibility of L the solution of (6) belongs to Z⊥. Also, observe that for
u ∈ Z⊥ it holds that (u, zj) (v, zj) = 0 for all v ∈ V . The additional term is therefore
consistent.

While (6) was derived from reasoning about spectral properties of operators A,B we
note that the resulting formulation can be also viewed as a special case of a variational
problem: Find u ∈ V such that

a (u, v) + γ
(
u, zj

) (
v, zj

)
= L (v) v ∈ V, (7)

which defines extreme points of the augmented Lagrangian

L (u) =
1

2
a (u, u) + γ

(u, zj) (u, zj)

2
− L (u) ,

for some γ 6= 0. Application of the augmented Lagrangian in the context of finite element
method can be found in the pioneering work of Babuška [16] where it is referred to as a
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variational principle with penalty. We remark that therein γ = γ (h) where h is a param-
eter of the discretization. In [3] the formulation (7) with constant stabilization/penalty
parameter is used to solve the singular Poisson problem.

We remark that the augmented Lagrangian formulation (7) can be included into the
presented spectral considerations by replacing B in the eigenvalue problem A ([u, α]) =
λB ([u, α]) by operator Bγ

〈Bγ ([u, α]) , [v, β]〉 = a (u, v) + γ (u, zj) (v, zj) + γαTβ.

With the substitution the eigenvalues of the problem are λ = 1 and λ = −γ−1.

2.1 Finite element method for the symmetric positive-definite formulation

To solve Eq. (6) we let Vh denote an N -dimensional finite element space subspace of
V . The variational problem posed over the constructed space then reads: Find uh ∈ Vh
such that

a
(
uh, φ

i
)

+
(
uh, z

j
) (
φi, zj

)
= L

(
φi
)

i = 1, 2, · · ·N, (8)

where φi are the basis functions of Vh. We let A ∈ RN×N denote a matrix corresponding
to the bilinear form a. The components of the matrix are Aij = a (φi, φj). For every
function zj ∈ Z we let zjh denote its interpolant in Vh and π(zjh) ∈ RN is then the primal
representation(see Mardal and Winther [8]) of the interpolant. Further we define matrix
Z ∈ RN×k whose j-column is π(zjh) and the mass matrix M ∈ RN×N with components
Mij = (φi, φj). Finally let b ∈ RN be the vector representing the right-hand side of
(6), i.e., bj = L (φj) and u ∈ RN be the unknown vector of expansion coefficients of the
solution uh, i.e., uh = ujφ

j. With this notation the discretization of (6) yields a linear
system

Au+ (MZ) (MZ)T u = b. (9)

We note that while matrix A is sparse, the second matrix in (9) is dense and thus
storing the linear system requires O (N2) storage. However, if the vectors Mπ

(
zjh
)

are
stored (O (N) additional storage requirement) the matrix-vector product which is needed
for iterative methods can be obtained efficiently in O (N) operations.

Recall that vector b should represent the discretization of a compatible functional L.
For any L a compatible functional is obtained by L (v) ← L (v − (v, zj) zj) , v ∈ V . For
v ∈ Vh this transformation becomes

b←
(
I− (MZ)ZT

)
b. (10)

and can again be represented in O (N) storage and operations. We remark that orthog-
onalization of function v ∈ Vh with respect to Z is provided by a matrix I − Z (MZ)T

which is a transpose of the transformation which orthogonalized functionals.
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2.2 Neumann problem of linear elasticity in the general framework

To apply the presented framework to the Neumann problem (1), the first Korn’s lemma
(see, e.g., [12]) is used to show coercivity of the bilinear

a (u, v) = 2µ (ε (u) , ε (u)) + λ (divu, divv) , (11)

over the orthogonal complement of the rigid motions. Here the space V is the Sobolev
space H1 (Ω). For completeness we state here also the linear form used in the variational
problem

L (v) =

∫

Ω

fTv dx+

∫

∂Ω

hTv ds.

Further ingredient of the framework, the orthonormal basis of the space of rigid motions
of arbitrary body Ω is needed. Construction of such basis is the subject of the following
section.

Figure 2: Eigenvectors of the matrix G which define the basis of the space of rigid motions. In red and
blue the vectors used to define respectively the L2-orthonormal and l2-orthonormal basis are shown.

3 Constructing an orthonormal basis for the space of rigid motions

Let ti, i = 1, 2, 3 denote the Cartesian unit vectors. With r the position vector in R3

we further define ri = r × ti, i = 1, 2, 3. For any L > 0 the set RM0 = {ti, ri}i=3
i=1 is

then an orthogonal basis of rigid motions for body Ω0 = [−L,L]3, where functions ti, ri

are, respectively, the basis of translations and rotations. It is obvious that for general
domain Ω an orthogonal basis of rigid motions can be obtained by using Gramm-Schmidt
orthogonalization properly on RM0. However it is the author’s opinion that such a process
leaves out several physical insights. Therefore we advocate a constructive method which
is closely connected to rotational motions.

7
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Let D ∈ R6×6 be the matrix of mutual L2-inner products between the functions from
RM0

D =

[
(ti, tj) , (ti, rj)
(ri, tj) , (ri, rj)

]
.

Clearly orthonormality of RM0 is equivalent to D = I. If the body Ω0 is shifted so that
the geometrical center of the domain is no longer in the origin, then the basis seizes to
be orthogonal. However, using identity (r × ti)T

tj = (ti × tj)T
r we get that a transfor-

mation r ← r − c where c = (r,1)
(1,1)

restores orthogonality. Physically this transformation
means that the rotations are described relative to the geometrical center c. In fact, this
transformation restores nullity of the translation-rotation block of D for any deformation
of the body. However it is not sufficient to yield a diagonal block measuring inner prod-
ucts between rotations. Let then G ∈ R3×3,Gij = ((r − c)× ti, (r − c)× tj). The matrix
G being symmetric, positive-definite has three orthonormal eigenvectors ei and three pos-
itive (not necessarily distinct) eigenvalues λi. We now set ti = ei while the rotations are
defined with respect to the eigenvectors. By properties of the eigenvectors, the matrix
D assembled in this new basis is diagonal with |Ω| = (1, 1) the diagonal values for the
translation-translation block, while the rotation-rotation entries are the eigenvalues. The
L2-orthonormal basis for arbitrary body is therefore

RM =

{
e1

√
|Ω|

,
e2

√
|Ω|

,
e3

√
|Ω|

,
(r − c)× e1

√
λ1

,
(r − c)× e2

√
λ2

,
(r − c)× e3

√
λ3

}

To uncover the physical importance of the constructed basis note that G can be equiv-
alently written as ∫

Ω

(r − c)T (r − c) I− (r − c)⊗ (r − c) dr.

Gurtin in [7] gives the last expression as the inertia tensor relative to c, while the eigen-
values λi are termed moments of inertia and the eigenvectors ei form a coordinate system
that simplifies considerations about the kinetic energy of rotation. In this sense the con-
structed basis RM is a natural one. We remark that in the basis the translations are
”along“ the eigenvectors while the rotations are ”around“ the eigenvectors.

The L2-orthonormal basis of the rigid motions, represented in some finite element
function space Vh, is obtained simply by interpolating the functions in RM . Further
the six vectors in RN that form an l2-orthonormal basis of the rigid motions in the
Euclidean space can be obtained by the constructive method with two modifications: (i)
the interpolated functions are replaced by their primal representation, (ii) the L2-inner
products in the definition of G and c are replaced by the discrete l2-inner product. This
basis can be used by the Krylov methods mentioned in the introduction. In Figure 2 we
present some examples of the constructed basis for two complex domains. Rather than
by plotting the vector fields, the difference between the basis is illustrated by showing the
eigenvectors. In general, the defining axes for l2 and L2-orthonormal basis are rotated

8
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Figure 3: Eigenvectors of the matrix G which define the basis of the space of rigid motions. In red and
blue the vectors used to define respectively the L2-orthonormal and l2-orthonormal basis are shown. On
the right figure note that only the L2-inner product yields c as the true center of gravity.

and/or translated with respect to each other. However, this difference should not be
interpreted as a difference between spaces. The vectors from the l2-orthonormal basis and
the primal vector representation of the L2-orthonormal basis span the same subspace of
RN .

Finally we note that the method can be equally well used to construct an orthonormal
basis for rigid motions of Ω ⊂ R2. With c still denoting the center of mass of the body,

we define Gij =
(

(r − c)i , (r − c)j
)

. We denote e0, e1 the two orthonormal eigenvectors

of G and λ1, λ2 the two corresponding eigenvalues. Then

RM =

{
e1

√
|Ω|

,
e2

√
|Ω|

,
(r − c)× (e1 × e2)√

λ1 + λ2

}

is the L2-orthonormal basis of the rigid motions for body Ω. Two examples of the basis
constructed with the method are shown in Figure 3. Note that for the left body the cen-
ter points cl, cL computed respectively using the l2 and L2-inner products are practically
identical. On the other hand the center points for the right body are clearly distinct.
The relative distance between the computed centers cl, cL is directly linked to the ap-
proximation properties of the discrete inner product. On a homogeneous triangulation
the l2-inner product provides a good(convergent) approximation of the L2-inner product
whereas on an inhomogeneous triangulation the two inner products diverge in general.

4 Validation of method

In this section the formulation (8) presented in Section 2 and the basis for the space
of rigid motions presented in Section 3 are used to solve the Neumann problem (1). The
numerical experiments presented here have been conducted using the software frameworks
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FEniCS[15] and cbc.block[14]. The problem has been discretized using piecewise linear
continuous finite elements and the resulting linear system has been solved by the precon-
ditioned conjugate gradient(CG) method. As as a preconditioner we have employed the
multigrid method(ML) with a linear system A+M. We used the multigrid implementation
from the PETSc library[5].

Before discussing the numerical results we shall comment on the choice of the precon-
ditioner. Let A be defined as

〈A (u) , v〉 = a (u, v) +
(
u, zj

) (
v, zj

)
,

with the bilinear form (11) and zj the orthonormal basis functions of RM over Ω. Using
Korn’s second inequality (see, e.g., Marsden [12]) the operator A is an isomorphism
between V = H1(Ω) and its dual space. Following Mardal and Winther [8] a canonical
preconditioner for the problem (6) is then based on an operator 〈B1 (u) , v〉 = (∇u,∇v) +
(u, v) which defines and inner product over V . However, the bounds provided by the
Korn’s inequality are not sufficiently sharp and the condition number of the preconditioned
system is about three hundred. To obtain a better conditioned system we consider an
operator

〈B (u) , v〉 = a (u, v) + (u, v) .

We do not discuss spectral equivalence of operators B,B1. Instead, the relevance of the
proposed operator is illustrated numerically by computing the spectrum of a generalized
eigenvalue problem Au = λBu. The calculated spectrum of two and three dimensional
rectangular bodies is shown in Figure 4. For both domains the spectrum lies within a
narrow interval λ ∈ (0.97, 1]. The upper bound can be obtained analytically. Indeed a
simple calculation shows that λ = 1, u = zj solves the eigenvalue problem. Moreover
λ = 1 if and only if u ∈ RM . The condition number estimated from the calculated
spectrum is about 1.02. This establishes B−1 as a suitable preconditioner for problem (8).
We note that the matrix A + M is a discretization of operator B.

The results of a convergence study for a two dimensional domain Ω =
[
−1

2
, 1

2

]2
are

presented in Table 1. In the tests we set traction force h equal to zero while as the
volume force we set f = (fx, fy), where fx = 4λ sin 2x + 8µ sin 2x + 2

√
6y + 1 and fy =

9λ sin 3y + 18µ sin 3y − 2
√

6x. The volume force was purposely chosen to render the
functional L incompatible. With the compatible functional the problem (6) has a solution
u = (sin 2x, sin 3y). We observed optimal convergence rate of the computed solution in
both the H1 and the L2-norm.

To evaluate the performance of the method on a three dimensional problem we used

domain Ω =
[
−1

2
, 1

2

]3
. The surface force was identically zero while for the volume force

f = (fx, fy, fz), fx = 4λ sin 2x + 8µ sin 2x +
√

6y + 1, fy = 9λ sin 3y + 18µ sin 3y −
√

6x,
fz = λ sin z + 2µ sin z − 2 was used. Again the linear form with this data was not
orthogonal to the rigid motions. After orthogonalization the problem allows solution
u = (sin 2x, sin 3y, sin z). The results of the convergence study are presented in Table 2.
Similar to the two dimensional case we observed optimal convergence rates in both norms.
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Figure 4: Spectrum of the generalized eigenvalue problem for the preconditioned formulation (6) of

the Neumann problem (1). (Left) Domain Ω =
[
− 1

2 ,
1
2

]2
. (Right) Ω =

[
− 1

2 ,
1
2

]3
. The spectrum lies in

a narrow interval bounded from above by λ = 1. The dashed line indicates the first eigenvalue with
magnitude greater than 1− 1.10−3.

Table 1: Convergence study of (6) used to solve problem (1) with body Ω =
[
− 1

2 ,
1
2

]2
. The first three

columns list respectively the mesh size and errors together with convergence rates in L2 and H1-norms.
The norms were computed by interpolating the error into the space of discontinuous polynomials of degree
four. Due to memory requirement the last norm was computed from error represented in the same space
as the solution. This change is indicated by a horizontal line. The fourth and fifth columns indicate if
the solution is perpendicular to the kernel in the L2 and l2-inner products. Finally the last two columns
list the size of the linear system and number of iterations needed to reduce the error to required tolerance
10−10.

h ‖e‖0 ‖e‖1 (uh, z) ZTUh N n
4.42E-02 8.21E-04(1.94) 5.94E-02(1.01) 1.78E-12 5.61E-07 2178 32
2.21E-02 2.08E-04(1.98) 2.96E-02(1.00) 8.41E-13 3.84E-08 8450 38
1.10E-02 5.23E-05(1.99) 1.48E-02(1.00) 2.70E-12 2.49E-09 33282 42
5.52E-03 1.31E-05(2.00) 7.39E-03(1.00) 1.32E-11 1.58E-10 132098 48
2.76E-03 3.28E-06(2.00) 3.70E-03(1.00) 5.55E-11 9.98E-12 526338 53
6.91E-04 2.05E-07(2.00) 9.24E-04(1.00) 8.62E-10 2.49E-13 8396802 65

We remark that in both test cases the number of iterations required for convergence of
the preconditioned conjugate gradient method grows logarithmically with the size of the
linear system. For the two dimensional case the iteration count obeys n ∝ 4 lnN . In three
dimensions the count grows as n ∝ 5 lnN . We observe similar growth when using ML as a
preconditioner for CG solution of the vector Poisson equation or linear elasticity equation
both considered with the homogeneous Dirichlet boundary conditions. Specifically, with
vector Poisson equation and two dimensional domain the iterations grow as n ∝ 3 lnN ,
while in three dimensions n ∝ 2 lnN is observed. For linear elasticity equation the
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Table 2: Convergence study of Eq. (6) used to solve problem (1) with body Ω =
[
− 1

2 ,
1
2

]3
. Notation

from Table 1 is reused.

h ‖e‖0 ‖e‖1 (uh, z) ZTUh N n
2.17E-01 1.45E-02(1.63) 2.47E-01(0.95) 8.82E-13 2.80E-05 2187 34
1.08E-01 4.22E-03(1.78) 1.22E-01(1.01) 9.26E-13 2.01E-06 14739 43
5.41E-02 1.12E-03(1.91) 6.00E-02(1.02) 3.81E-12 1.13E-07 107811 53
2.71E-02 2.87E-04(1.97) 2.98E-02(1.01) 1.07E-11 5.55E-09 823875 63
1.35E-02 7.22E-05(1.99) 1.48E-02(1.01) 2.92E-12 2.56E-10 6440067 75

observed growth was n ∝ 8 lnN and n ∝ 5 lnN for two and three dimensional body
respectively.

4.1 Comparison with the conjugate gradient method for solving singular lin-
ear systems

The presented results demonstrate that the studied numerical method performs opti-
mally when applied to the Neumann problem (1). In this section the method is compared
against the iterative method for solving singular linear systems from Sec. 1. For compar-
ison both methods are applied to the singular Poisson problem. We note that this test
case is less complex than problem (1). Nevertheless it sufficiently illustrates the important
differences between the methods.

In the singular Poisson problem the unknown scalar u is obtained from the equations

−∆u = f in Ω,

gradu · n = h on ∂Ω,
(12)

where f, h are given scalar fields representing the volume and surface forces. The problem
has a one dimensional kernel spanned by the function z = 1

(1,1)
. Furthermore, the problem

is solvable only for data satisfying the compatibility condition (f, 1) + (h, 1)∂Ω = 0. Here
we used (·, ·)∂Ω to indicate the L2-inner product over the boundary ∂Ω.

The bilinear form a and the linear form L needed to apply (8) to (12) are defined as

a (u, v) = (gradu, gradv) and L (v) = (f, v) + (h, v)∂Ω (13)

for u, v ∈ V = H1 (Ω). Note that the defined L is not necessarily compatible and its
orthogonalization is to be handled by the numerical method. Finally, the space Vh ⊂
V, dim (Vh) = N is constructed from the continuous piecewise linear finite elements.

Considering the problem (2) on the space Vh yields a singular linear system Au = b
with A ∈ RN×N and b ∈ RN having respectively the entries Aij = (gradφi, gradφj) and
bj = L (φj). The matrix A has a one dimensional nullspace whose l2-orthonormal basis is
formed by a single vector y = 1√

N
. The linear system is therefore solvable if and only if

yTb = 0 (see Lanczos [9]). We note that for any b such that yTb 6= 0, the transformation
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Table 3: Convergence rates of methods (6) and (2) for the singular Poisson test case with a homogeneous
triangulation of the domain. Notation from Table 1 is used. The results of method (6) are shown in the
top half of the table. In the bottom half the results of method (2) are listed. Method (6) gives optimal
convergence rates and enforces orthogonality in the L2-inner product. The convergence rate of method
(2) in the L2-norm is suboptimal. The orthogonality with respect to kernel is enforced in the l2-inner
product.

h ‖e‖0 ‖e‖1 (uh, z) ZTUh N n
4.42E-02 4.08E-04(1.98) 4.35E-02(0.99) 5.63E-13 3.26E-05 1089 13
2.21E-02 1.02E-04(1.99) 2.18E-02(1.00) 1.65E-13 8.45E-06 4225 14
1.10E-02 2.57E-05(2.00) 1.09E-02(1.00) 2.35E-14 2.15E-06 16441 14
5.52E-03 6.42E-06(2.00) 5.45E-03(1.00) 2.40E-13 5.41E-07 66049 16

4.42E-02 2.48E-02(0.95) 2.01E-01(0.96) 1.33E-03 5.73E-20 1089 12
2.21E-02 1.27E-02(0.97) 1.02E-01(0.98) 7.09E-05 2.58E-20 4225 12
1.10E-02 6.40E-03(0.98) 5.13E-02(0.99) 1.20E-04 1.51E-19 16441 12
5.52E-03 3.22E-03(0.99) 2.57E-02(0.99) 9.95E-05 1.69E-19 66049 13

b ← b − yyTb yields a vector orthogonal to y. With the orthogonalized right hand side
the singular linear system can be solved by the Krylov subspace method provided that
the solver is aware of the kernel. This ensures orthogonality of the constructed Krylov
subspaces with respect to the nullspace. We shall refer to this method as method (2).

Methods (2) and (6) are compared on a singular Poisson problem (12) with domain
Ω = [0, 1]2 and forces f = π2 sin πx + π2 sin πy, h = π

4
. Note that the chosen data

is not compatible. The unique solution of the test case is then u = sinπx + sinπy +
5π x(x−1)+y(y−1)

4
− 4

π
+ 5π

12
. The resulting linear systems were solved by the preconditioned

conjugate gradient method with the multigrid method on a linear system A + M used as
a preconditioner. The stopping criterion was that the absolute magnitude of the error be
less than 10−10. For method (6) the CG and ML implementations were taken respectively
from cbc.block[14] and PETSc[13]. In method (2) both CG and ML from PyAMG[13]
were used. Due to differences in ML implementations the methods are not expected to
converge in the same number of iterations. However, the difference in iteration counts
should be (order one) small.

Table 3 shows results of a convergence test performed on a uniformly discretized mesh.
Both methods perform similarly in terms of iteration counts. Method (6) yields optimal
convergence rates in both H1 and L2-norms. Moreover, orthogonality of the solution to
the kernel is enforced in the L2-inner product. Only the convergence rate in the energy
norm is optimal with method (2). The orthonormality constraint is enforced in the l2-inner
product.

Table 4 shows results of a convergence test performed on successive uniform refinements
of the mesh pictured in the right pane of Figure 3. Convergence rates by method (6)
remain optimal. Method (2) fails to converge to the true solution if vector b is modified

13



Miroslav Kuchta, Kent-Andre Mardal and Mikael Mortensen

Table 4: Convergence rates of methods (6) and (2) for the singular Poisson test case with a domain
triangulated as in Figure 3. Notation from Table 1 is used. The results of method (6) are shown above
the double horizontal line. The convergence rate in both norms is optimal. Below the line, the results
of method (2) are listed. The results for the right hand side made compatible with the matrix problem
are listed first. The Krylov method converges to the wrong solution. If the right hand side compatible
with the variational problem is used the solution converges linearly in the energy norm. There is no
convergence in the L2-norm.

h ‖e‖0 ‖e‖1 (uh, z) ZTUh N n
2.21E-02 1.61E-03(1.78) 7.54E-02(0.91) 2.36E-13 1.88E-04 1621 14
1.10E-02 4.24E-04(1.93) 3.85E-02(0.97) 9.30E-14 9.61E-05 6377 16
5.52E-03 1.08E-04(1.98) 1.94E-02(0.99) 8.91E-14 4.81E-05 25297 18

2.21E-02 2.01E+00(-0.01) 5.12E+00(-0.00) 1.40E+00 2.04E-17 1621 12
1.10E-02 2.01E+00(-0.00) 5.12E+00(-0.00) 1.40E+00 5.67E-17 6377 16
5.52E-03 2.01E+00(-0.00) 5.12E+00(-0.00) 1.40E+00 1.23E-18 25297 15
2.21E-02 7.38E-03(0.25) 7.58E-02(0.91) 7.21E-03 9.09E-06 1621 12
1.10E-02 7.46E-03(-0.02) 3.92E-02(0.95) 7.45E-03 2.79E-06 6377 17
5.52E-03 7.53E-03(-0.01) 2.08E-02(0.92) 7.53E-03 7.72E-07 25297 16

by the l2-projection used on the uniform mesh. Note that this is not signaled by an
increase in the iteration count. Convergence properties of the method are restored by
mapping b with (10) which represents orthogonalization of the functional L.

5 Conclusions

In this paper we have presented a method for solving the singular Neumann problem of
linear elasticity based on the symmetric positive-definite formulation of the problem. The
method takes advantage of the orthonormal basis of the nullspace which is herein obtained
by a constructive algorithm closely related to the physical nature of rigid motions. The
method has been verified by a series of numerical tests. It has been found that while
having superior convergence properties the method’s performance is similar in terms of
efficiency to the Krylov method for symmetric singular linear systems.
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SUMMARY

The Neumann problem of linear elasticity is singular with a kernel formed by the rigid motions of the
body. There are several tricks that are commonly used to obtain a non-singular linear system. However,
they often cause reduced accuracy or lead to poor convergence of the iterative solvers. In this paper, four
different well-posed formulations of the problem are studied through discretization by the finite element
method, and preconditioning strategies based on operator preconditioning are discussed. For each problem
we derive preconditioners that are independent of the discretization parameter. Preconditoners that are robust
with respect to the first Lamé constant are constructed for the pure displacement formulations, while a
preconditioner that is robust in both Lamé constants is constructed for the mixed formulation. It is shown
that, for convergence in the first Sobolev norm, it is crucial to respect the orthogonality constraint derived
from the continuous problem. Based on this observation a modification to the conjugate gradient method is
proposed that achieves optimal error convergence of the computed solution. Copyright © 2010 John Wiley
& Sons, Ltd.

Received . . .

KEY WORDS: linear elasticity; rigid motions; singular problems; preconditioning; conjugate gradient

1. INTRODUCTION

The presented paper discusses numerical techniques for solving the singular problem of linear
elasticity. Let Ω ⊂ R3 be the body subjected to volume forces f : Ω → R3 and surface forces
h : ∂Ω → R3. The body’s displacement u : Ω → R3 is then found as a solution to

−∇ · σ(u) = f in Ω,

σ(u) = 2µǫ(u) + λ(∇ · u)I in Ω,

σ(u) · n = h on ∂Ω,

(1)

with µ > 0, λ ≥ 0 the Lamé constants of the material, I the identity matrix, ǫ(u) = 1
2

(
∇u+ (∇u)

⊤)

the strain and n the outward-pointing surface normal, see [1]. The system is used extensively in
structural analysis [2], and is relevant in numerous applications for, e.g., marine engineering [3],
biomechanics of brain [4], spine [5] or the mechanics of planetary bodies [6].

Due to the absence of a Dirichlet boundary condition that can anchor the body (coordinate system)
in space, the problem can be solved if and only if the net force and the net torque on Ω are zero, i.e.,
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through grant no. 209951.
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the forces f , h satisfy the compatibility conditions
∫

Ω

f dx+

∫

∂Ω

h ds = 0,

∫

Ω

f × x dx+

∫

∂Ω

h× x ds = 0.

(2)

With such compatible data the now solvable (1) is singular as any rigid motion can be added to
the solution. We note that the space of rigid motions z : Ω → R3 such that ǫ(z) = 0, consists of
translations and rigid rotations and for a body in 3d the space is six-dimensional.

The ambiguity of the solution of (1) can be removed by adding constraints by means of Lagrange
multipliers which enforce that the solution is free of rigid motions. When discretized, this approach
yields an invertible saddle point system. Alternatively, discretizing (1) directly leads to a symmetric,
positive semi-definite matrix with a six dimensional kernel. If (2) holds, such a system can be solved
by the conjugate gradient (CG) method [7]. Finally, a common approach (here termed pinpointing)
in engineering literature, e.g. [3], is to remove the nullspace by prescribing the displacement in
selected points of ∂Ω.

In this work we focus on analysis of the Lagrange multiplier method and the conjugate gradient
method for the singular problem (1). Well-posedness of both the methods is discussed and efficient
preconditioners are established based on operator preconditioning [8]. Further, connections between
the two methods and the question of whether they yield identically converging numerical solutions
are elucidated.

The manuscript is structured as follows. In §2 the necessary notation is introduced and
shortcomings of pinpointing and CG are illustrated by numerical examples. Section 3 discusses
Lagrange multiplier formulation and two preconditioners for the method. Section 4 deals with the
preconditioned CG method and two preconditioners are proposed. Further, it is revealed that if
the variational origin of the discretized problem is ignored, the method, in general, will not yield
convergent solutions. A variational setting is introduced to modify the CG to yield a convergent
method. Section §5 discusses well-posedness and preconditioning of an alternative formulation of
(1). The proposed formulation leads to a symmetric, positive definite linear system. In §3-5 we
assume that λ and µ are of comparable magnitude in order to put the focus on proper handling of
the rigid motions. In §6 we consider the case where λ ≫ µ. The focus here is on a well-known
and simple technique to remove the problems of locking, namely the mixed formulation of linear
elasticity. This formulation yields robust approximation and preconditioning in λ when care is taken
of proper handling of the rigid motions. Finally, conclusions are drawn in §7.

2. PRELIMINARIES

Let V be the Sobolev space of vector (or scalar or tensor) valued functions, which, together with
their weak derivatives of order one, are in space L2(Ω). We denote (·, ·) the L2 inner product
of functions in V while ‖·‖ is the corresponding norm. The standard inner product of V is
(u, v)1 = (u, v) + (∇u,∇v), u, v ∈ V and ‖·‖1 shall be the induced norm. For any Hilbert space
V its dual space is denoted as V ′ and we use capital or calligraphy letters to denote operators, e.g.
A : V → V ′ or A : (V × V ) → (V × V )′. Finally, 〈·, ·〉 is the duality pairing between V ′ and V .

The space Rn is considered with the l2 inner product x⊤y = xiyi (invoking the summation
convention), x,y ∈ Rn and the norm |x| =

√
x⊤x. For clarity of notation bold fonts are used to

denote vectors and operators(matrices) in Rn that represent functions and operators from finite
dimensional finite element approximation space Vh ⊂ V with respect to its nodal basis {φi}ni=1. The
representations are obtained by mappings πh : Vh → Rn (the nodal interpolant) and µh : V ′

h → Rn

such that for v ∈ Vh, f ∈ V ′
h

v = (πhv)iφi and (µhf)i = 〈f, φi〉. (3)

We refer to [8, ch 6.] for a detailed discussion of the properties of the mappings, e.g. invertibility,
and note here that M : Vh → V ′

h is represented by a matrix M = µhMπh
−1. In particular, the

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
Prepared using nlaauth.cls DOI: 10.1002/nla
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mass matrix M, Mij = (φj , φi) represents the Riesz map with respect to the L2-inner product,
〈Mu, v〉 = (u, v), u ∈ Vh. On the other hand the duality pairing between V ′

h and Vh is represented
by the l2 inner product 〈f, v〉 = f⊤v, f = µhf . We remark that for Vh set up on a sequence of
non-uniformly refined triangulations of Ω, the l2 inner product u⊤v may not provide a converging
approximation of (u, v) and the distinction between the two becomes crucial for the construction of
converging methods.

Finally, Korn’s inequalities on V =
[
H1(Ω)

]3
and Z⊥ = {v ∈ V ; (v, z) = 0, z ∈ Z}, Z = {v ∈

V ; ǫ(v) = 0} are invoked, see [9, thm 2.1] and [9, thm 2.3]. There exist a positive constant C = C(Ω)
such that

C‖u‖21 ≤ ‖ǫ(u)‖2 + ‖u‖2 u ∈ V. (4)

and
C‖u‖21 ≤ ‖ǫ(u)‖ u ∈ Z⊥. (5)

To motivate our investigations, we present three numerical examples which discuss performance
of CG and pinpointing for solving (1). That the pinpointing can be a suitable method for treating a
singular problem is shown in the first example which considers the Poisson problem with Neumann
boundary conditions. However, the method in not a cure-all as the second example shows that it
does not work well for (1). In the third example, the singular elasticity problem is therefore solved
with preconditioned CG. The employed preconditioner ignores the rigid motions leading to lack of
convergence and unbounded iterations.

Bochev and Lehoucq [10] report an increase in iteration count due to pinpointing for a non-
preconditioned CG in the context of singular Poisson problem. However, Krylov methods are in
practice rarely applied without a preconditioner. For this reason, Example 2.1 solves the singular
Poisson problem in two and three dimensions by means of pinpointing and a preconditioned CG,
where algebraic multigrid (AMG) from the Hypre library [11] is used as a preconditioner. We will
see that the preconditioned method yields convergent numerical solutions without increasing the
iteration count.

Example 2.1
We consider Ω = [0, 1]

d, d = 2, 3 and the singular Poisson equation

−∆u = f in Ω,

∇u · n = 0 on ∂Ω,

with unique exact solution obtained by subtracting its mean value |Ω|−1 ∫
Ω
u dx from a

manufactured u. The value of the exact solution is prescribed as a constraint for the degree of
freedom at the (bottom) lower left corner of the domain, which is triangulated such that the
computational mesh is refined towards the origin.

To discretize the system continuous linear Lagrange elements† from the FEniCS library [12] were
used. The resulting linear system was solved by the preconditioned CG method implemented in the
PETSc library [13], taking HypreAMG with default settings as a preconditioner. The iterations were
started from a random initial guess and a relative preconditioned residual magnitude of 10−11 was
required for convergence.

The number of iterations together with error and convergence rate based on the H1 norm are
reported in Table I. Pinpointing yields numerical solutions uh that converge with optimal rate. The
number of iterations is bounded.

Following the performance of pinpointing in the singular Poisson problem, the same approach is
now applied to (1) in Example 2.2. Here, we will observe that fixing the solution datum in vertices of
the mesh leads to slightly increased iteration counts. More importantly, we will see that the method
in general does not yield converging solutions.

†Unless stated otherwise continuous linear Lagrange elements (P1) are used to discretize all the presented numerical
examples.

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
Prepared using nlaauth.cls DOI: 10.1002/nla
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Table I. Convergence of the pinpointing approach for the singular Poisson problem.

d = 2 d = 3
size ‖u− uh‖1 # size ‖u− uh‖1 #
40849 2.49E-01 (1.00) 11 12347 2.72E+00 (1.22) 10
162593 1.25E-01 (1.00) 11 92685 1.36E+00 (1.01) 11
648769 6.23E-02 (1.00) 11 718649 6.78E-01 (1.00) 12
2591873 3.11E-02 (1.00) 12 5660913 3.39E-01 (1.00) 12

Example 2.2
We consider the singular elasticity problem (1) with µ = 384, λ = 577 and Ω obtained by rigid
deformation of the box

[
− 1

4 ,
1
4

]
×
[
− 1

2 ,
1
2

]
×
[
− 1

8 ,
1
8

]
. The box was first rotated around x, y and z

axes by angles π
2 , π

4 and π
5 respectively. Afterwards it was translated by the vector (0.1, 0.2, 0.3).

The unique exact solution is obtained by orthogonalizing u = 1
4 (sin

π
4x, z

3,−y) with respect to the
rigid motions of Ω where the orthogonality is enforced in the L2 inner product. The solution is
pictured in Figure 1. We note that in this example a uniform triangulation is used.

To obtain from (1) an invertible linear system, the exact displacement was prescribed in four
different ways, cf. Table II below. (3◦) constrains six degrees of freedom in three corners of the
body such that in i-th corner there are i components prescribed. This choice is motivated by the
dimensionality of the space of rigid motions, cf. [3]. The fact that fixing three points in space is
sufficient to prevent the body from rigid motions motivates (1⊲) where all three components of
displacement are prescribed on vertices of a single triangular element on ∂Ω. However, with mesh
size decreasing this constraint effectively becomes a constraint for a single (mid)point. Thus in (3⊲)
the displacement in three arbitrary triangles is fixed. Finally in (3•) the displacement is prescribed
in three corners of the body.

The iterative solver used the same tolerances and parameters as in Example 2.1. In particular,
default settings of the multigrid preconditioner were utilized and the iterations were started from
random initial vectors.

The number of iterations together with error and convergence rates based on the H1 norm are
reported in Table II. Note that all the considered pinpointing strategies lead to moderately increased
iteration counts. The increase is most notable for (1⊲), which effectively constrains a single point
as the mesh is refined. On the other hand, strategies (3⊲) and (3•), that always constrain all three
components of the displacement in at least three points, yield the slowest growth rates. However,
neither strategy yields convergent numerical solutions. In fact, the numerical error can often be seen
to increase with resolution.

Table II. Convergence of the pinpointing approach for the singular Poisson problem.

size 3◦ 1⊲ 3⊲ 3•
‖u− uh‖1 # ‖u− uh‖1 # ‖u− uh‖1 # ‖u− uh‖1 #

2187 6.69E-02 (-0.02) 30 1.01E-01 (-0.70) 32 2.82E-02 (0.88) 24 2.89E-02 (0.99) 25
14739 1.27E-01 (-0.92) 35 9.61E-01 (-3.25) 40 1.08E-02 (1.38) 28 1.35E-02 (1.10) 29
107811 2.57E-01 (-1.02) 36 7.89E+00 (-3.04) 48 1.72E-02 (-0.66) 31 1.08E-02 (0.31) 32
823875 5.17E-01 (-1.01) 41 6.36E+01 (-3.01) 54 3.96E-02 (-1.21) 33 1.82E-02 (-0.75) 35

In the final example a preconditioned CG method will be applied to solve the singular elasticity
problem with data such that the compatibility conditions (2) are met. Based on whether or not the
components of the kernel are removed from the converged vector, we will see that the method yields
convergent/divergent numerical solutions. We will also see that the iteration counts are not bounded.

Example 2.3
We consider again the problem from Example 2.2. As the data satisfy (2), the discrete linear system
is solvable and amiable to solution by the preconditioned CG method. The mass matrix is added
to the singular system matrix in order to obtain a positive definite matrix in the construction of
the preconditioner based on AMG. We consider two cases where the converged vector is either

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
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Figure 1. Computational domain (blue) deformed by exaggerated(4x) analytical displacement used in the
numerical examples. The deformed body is colored by the magnitude of the displacement.

postprocessed by removing from it the components of the nullspace or no postprocessing is applied.
We note that in this example the iterations are started from a zero initial vector and the relative
tolerance of 10−10 is used as a convergence criterion.

The number of iterations together with error and convergence rates based on the H1 norm are
reported in Table III. We observe that the method yields convergent solutions only if postprocessing
is applied. This is expected as the current preconditioner introduces components of the nullspace
into the solution even if the iterations are started from a right hand side and initial vector (here
zero) that are orthogonal to the kernel. We note that in exact arithmetic, the CG method without
preconditioner will maintain orthogonality. We further observe that the choice of preconditioner
leads to unbounded iteration counts.

Table III. Convergence of the preconditioned CG method with positive definite preconditioner for the
singular elasticity problem.

size kernel removed kernel not removed
‖u− uh‖1 # ‖u− uh‖1 #

14739 1.14E-02 (1.09) 34 4.01E-02 (-0.12) 22
107811 5.49E-03 (1.06) 22 5.02E-02 (-0.32) 34
823875 2.71E-03 (1.02) 78 5.51E-02 (-0.13) 53
6440067 1.35E-03 (1.00) 150 5.18E-02 (0.09) 150

Examples 2.1–2.3 have illustrated some of the issues that might be encountered when solving the
singular problem (1) with the finite element method. In particular, the following questions may be
posed: (i) What is the cause of the poor convergence properties of pinpointing? (ii) What should be
the optimal preconditioner for CG? (iii) What should be the optimal preconditioner for the Lagrange
multiplier formulation?

With questions (ii) and (iii) answered in detail in the remainder of the text let us briefly comment
on the first question. As will become apparent, the singular problem with a known kernel, such as
(1), possesses all the information necessary to formulate a well-posed problem and a convergent
numerical method. In this sense, coming up with a datum to be prescribed in the pinpointed nodes
is theoretically redundant, but usually required for implementation. Further, as pointed out in [10]
there are stability issues with prescribing point values of H1 functions for d ≥ 2. However, we

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
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note that we have not explored settings of HypreAMG that could potentially improve convergence
properties of the method in Example 2.2.

3. LAGRANGE MULTIPLIER FORMULATION

Let Z ⊂ V =
[
H1(Ω)

]3
denote the space of rigid motions of Ω, m = dimZ. For compatible data

a unique solution u of (1) is required to be linearly independent of functions in Z. To this end a
Lagrange multiplier p ∈ Q, Q = Rm is introduced which enforces orthogonality of u with respect
to Z. The constrained variational formulation of (1) seeks u ∈ V, p ∈ Q such that‡

2µ(ǫ(u), ǫ(v)) + λ(∇ · u,∇ · v)− pk(v, zk) = (f, v) + (h, v) v ∈ V,

−qk(u, qk) = 0 q ∈ Q,
(6)

for some basis vectors zk ∈ V , Z = span{zk}mk=1. Equation (6) defines a saddle point problem for
(u, p) ∈ W , W = V ×Q satisfying

A
(
u
p

)
=

(
A B
B′

)(
u
p

)
=

(
b
)
, (7)

where b ∈ V ′ such that 〈b, v〉 = (f, v) + (h, v) and operators A : V → V ′, B : Q → V ′ are defined
in terms of bilinear forms

a(u, v) = 2µ(ǫ(u), ǫ(v)) + λ(∇ · u,∇ · v) and b(u, q) = qk(u, qk) (8)

as 〈Au, v〉 = a(u, v) and 〈Bq, u〉 = −b(u, q). We note that in (7) operator B′ is the adjoint of B.
Existence and uniqueness of the solution to (7) follows from the Brezzi theory [14], see also [15,

ch 3.4]. The proof shall utilize the inequalities given in Lemma 3.1.

Lemma 3.1
Let u ∈ V and ω(u) be the skew symmetric part of the displacement gradient ∇u and ux, vy ∈ V
the rigid rotations around vectors x, y ∈ R3. Then

‖ǫ(u)‖ ≤ ‖∇u‖ and ‖ω(u)‖ ≤ ‖∇u‖, (9a)

‖∇ · u‖ ≤
√
3‖∇u‖, (9b)

(ω(u), ω(v)) = 1
2 (∇× u,∇× v), (9c)

(∇ux,∇vy) = 2|Ω|x⊤y. (9d)

Proof
Inequalities (9a) follow from the orthogonal decomposition ∇u = ǫ(u) + ω(u). Inequalities (9b)
and (9c) follow from the definitions of the terms and the Young’s inequality. Finally (9d) is a special
case of (9a) and (9c).

Theorem 3.1
Let f, h such that b ∈ V ′. Then there exists a unique solution u ∈ V , p ∈ Q of (7).

Proof
We proceed by establishing the Brezzi constants. First, the bilinear form a is shown to be bounded
with respect to the ‖·‖1. Indeed, by Cauchy-Schwarz inequality and inequalities (9a), (9b)

a(u, v) = 2µ(ǫ(u), ǫ(v)) + λ(∇ · u,∇ · v) ≤ 2µ‖ǫ(u)‖‖ǫ(u)‖+ λ‖∇ · u‖‖∇ · v‖
≤ (2µ+ 3λ)‖∇v‖‖∇u‖ ≤ α∗‖u‖1‖v‖1.

‡Note that (h, v) is to be understood as the L2 inner product over ∂Ω

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
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with α∗ = 2λ+ 3µ. Ellipticity of a on Z⊥ = {v ∈ V ; (v, z) = 0, z ∈ Z} = {v ∈ V ; b(v, p), p ∈ Q}
follows from Korn’s inequality (5). Since λ ≥ 0 by assumption

a(u, u) = 2µ‖ǫ(u)‖2 + λ‖∇ · u‖2 ≥ 2µ‖ǫ(u)‖2 ≥ α∗‖u‖21,

with α∗ = 2µC and C = C(Ω) the constant from (5). To verify boundedness of b let G ∈ Rm×m

be the Gram matrix of the basis of Z with entries Gij = (zi, zj). By assumption of complete basis
of Z, G is a positive definite matrix. Further G = G⊤ and we let 0 < λ∗ ≤ λ∗ be, respectively, the
smallest and largest eigenvalues of G. Then

b(v, p) = (v, pkzk) ≤ ‖v‖‖pkzk‖ ≤
√
λ∗‖v‖1|p|

and b is bounded with constant β∗ =
√
λ∗. Finally, we show that the inf-sup property of b is satisfied.

By (9d)

sup
v∈V

b(v, p)

‖v‖1
≥ (pkzk, pizi)

‖pizi‖1
=

p⊤Gp√
p⊤Gp+ 2|Ω|p⊤Dp

,

with D ∈ Rm×m a block diagonal matrix D = diag(I,R) and R ∈ R3×3 such that Rij = ei
⊤ej for

axes of rigid rotations ei. Denoting C the largest eigenvalue of the symmetric positive definite
generalized eigenvalue problem for matrices D and G we have

sup
v∈V

b(v, p)

‖v‖1
≥

√
p⊤Gp√

1 + 2|Ω|C
≥

√
λ∗

1 + 2|Ω|C |p| = β∗|p|.

We remark that Theorem 3.1 implies that the operator A : W → W ′ from (7) is an isomorphism.
In particular, conditions (2) need not to hold for there to exist a unique solution of (6).

In order to find the solution of the well-posed (7) numerically, conditions from Theorem 3.1
must hold with discrete spaces Vh ⊂ V , Qh ⊂ Q, see [16] or [15, ch 3.4]. Note that Qh = Q in the
case studied here. Typically, satisfying the discrete inf-sup condition presents an issue and requires
choice of compatible finite element discretization of the involved spaces, e.g. Taylor-Hood or MINI
elements [17] for the Stokes equations. For the conforming discretization Vh ⊂ V the following
result shows that the discrete inf-sup condition holds.

Theorem 3.2
Let Vh ⊂ V and b the bilinear form defined in (8). Then there is a constant β∗ independent of h such
that sup v∈Vh

b(v,p)
‖v‖1

≥ β∗|p|.

Proof
Since the continuous inf-sup condition holds the statement follows from Fortin’s criterion [16] and
we shall construct Fortin’s projector Π : V → Vh such that ‖Πu‖1 ≤ C‖u‖1 with C independent of
h and b(u−Πu, q) = 0 for any q ∈ Qh. For given u ∈ V we consider uh = Πu ∈ Vh the satisfies

2µ(ǫ(uh), ǫ(v)) + λ(∇ · uh,∇ · v) + (uh, v) = 2µ(ǫ(u), ǫ(v)) + λ(∇ · u,∇ · v) + (u, v) v ∈ Vh.

Then, testing the equation with zh ∈ Vh, an interpolant of z ∈ Z in Vh, gives (u− uh, zh) = 0 and
in turn b(u−Πu, q) = 0. Moreover by Korn’s inequality (4)

2µ(ǫ(uh), ǫ(uh)) + λ(∇ · uh,∇ · uh) + (uh, uh) ≥ 2µ(ǫ(uh), ǫ(uh)) + (uh, uh)

≥ Cmin(2µ, 1)‖uh‖21 = c‖uh‖21,

while the estimate

2µ(ǫ(u), ǫ(uh)) + λ(∇ · u,∇ · uh) + (u, uh) ≤ max(2µ+ 3λ, 1)‖u‖1‖uh‖1 = C‖u‖1‖uh‖1

follows from (9a), (9b). Thus ‖uh‖1 ≤ C
c ‖u‖1 and the projector is bounded.

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
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Following Theorems 3.1, 3.2 and operator preconditioning [8, 18] the Riesz map B1 : W ′ → W
with respect to the W inner product (u, v)1 + p⊤q with (u, p), (v, q) ∈ W

B1 =

(
H

I

)−1

, H : V → V ′, 〈Hu, v〉 = (u, v)1 and I : Q → Q, Iij = δij , (10)

defines a preconditioner for discretized (7) whose condition number is independent of h. This
follows from Brezzi constants in Theorems 3.1, 3.2 being free of the discretization parameter.
However the constants depend on the skewness of the basis of Z and material parameters. To remove
the former dependency, an orthonormal basis of the space of rigid motions shall be constructed.

3.1. Construction for orthonormal basis of rigid motions

Consider a unit cube Ω =
[
− 1

2 ,
1
2

]3
centered at the origin. Denoting ei, i = 1, 2, 3 the canonical unit

vectors the set
Z� = {e1, e2, e3, x ∧ e1, x ∧ e2, x ∧ e3}

constitutes an orthonormal basis of the rigid motions of Ω with respect to the L2 inner product.
Clearly, the basis for an arbitrary body can be obtained from Z� by a Gram-Schmidt process.
However, we shall advocate here a construction derived from physical considerations. The
construction was originally presented by the authors in [19].

Lemma 3.2
Let c = |Ω|−1

(x, 1) be the center of mass of Ω, IΩ the tensor of inertia [20, ch 4.] of Ω with respect
to c

IΩ =

∫

Ω

I(x− c)
⊤
(x− c) + (x− c)⊗ (x− c) dx

and (λi, vi), i = 1, 2, 3 the eigenpairs of the tensor. Then the set

ZΩ = {|Ω|− 1
2v1, |Ω|− 1

2v2, |Ω|− 1
2v3, λ

− 1
2

1 (x− c) ∧ v1, λ
− 1

2

2 (x− c) ∧ v2, λ
− 1

2

3 (x− c) ∧ v3} (11)

is the L2 orthonormal basis of rigid motions of Ω.

Proof
Note that by construction IΩ is a symmetric positive definite tensor. Thus λi > 0 and there exists
a complete set of eigenvectors vi

⊤vj = δij . We proceed to show that the Gram matrix of the
proposed basis is an identity. First (vi, vj) = |Ω|δij by orthonormality of the eigenvectors. Further,
for ((x− c) ∧ vi, vj) = (vi ∧ vj , (x− c)) and in the nontrivial case i 6= j the product is zero since c
is the center of mass. Finally ((x− c) ∧ vi, (x− c) ∧ vj) = vi

⊤IΩvj = λiδij .

We remark that the rigid motions of the body are in the constructed basis given in terms of
translations along and rotations around the principal axes of the tensor that describes its rotational
kinetic energy.

Note also, that the construction can be generalized to yield an orthonormal basis with respect to
different inner products. In particular, let Zh = span {zk}mk=1 ⊂ Vh be functions approximating Z.
For uh ∈ Vh let u = πhu be a coefficient vector in the nodal basis of Vh. The l2 orthonormal basis
of Zh can be created using Lemma 3.2 by replacing (u, v) with u⊤v. The differences between the
bases are shown in Figure 2 where the defining principal axes of the L2 and l2 orthonormal basis of
rigid motions are drawn. If Ω is uniformly triangulated the bases are practically identical. However,
the l2 basis changes in the presence of a non-uniform mesh refinement.

The assumption of orthonormal basis in (6) modifies the Brezzi constants in Theorem 3.1 (and
Theorem 3.2). More specifically the Gram matrix of Z becomes identity and β∗ = 1 while β∗ newly
depends only on the domain size. In turn, if (6) is considered with the orthonormal basis of the space
of rigid motions, then B1 (see (10)) is a suitable preconditioner for (7) with a condition number
dependent only on the geometry and material parameters.

To address the dependence on material parameters, we shall at first assume that µ and λ are
comparable in magnitude. The case λ ≫ µ is postponed until §6.

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
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L2

l2

L2

l2

Figure 2. Computational domains considered in the numerical examples for linear elasticity are obtained by
uniformly refining the parent mesh. (Left) Parent is close to uniformly triangulated. (Right) The parent mesh
is refined near a single edge of the domain. The blue and red arrows indicate the principal axes of the tensor
IΩ, cf. Lemma 3.2, defined using the L2 and l2 inner products. Axes are drawn from the center of mass
computed using the respected inner products. Only the L2 basis is stable upon change of triangulation from

uniform (left) to nonuniform (right).

3.2. Robust preconditioning of the singular problem

Parameter robust preconditioners for the Lagrange multiplier formulation of the singular elasticity
problem (6) can be analyzed by the operator preconditioning framework of [8]. The preconditioners
are constructed by considering (7) in parameter dependent spaces, e.g. [21], which are equivalent
with V as a set, but the topology of the spaces are given by different, parameter dependent, norms.
Two such norms leading to two different preconditioners are constructed next.

Let {zk}mk=1 be the L2 orthonormal basis of the space of rigid motions of Ω. Bilinear forms (·, ·)E ,
(·, ·)M over V are defined in terms of A from (7) and operators Y : V → V ′, M : V → V ′ as

〈Y u, v〉 = (u, zk)(v, zk), (u, v)E = 〈Au, v〉+ 〈Y u, v〉,
〈Mu, v〉 = (u, v), (u, v)M = 〈Au, v〉+ 〈Mu, v〉. (12)

The forms (12) define functionals ‖·‖E and ‖·‖M over V such that

‖u‖E =
√

(u, u)E and ‖u‖M =
√

(u, u)M . (13)

Lemma 3.3
Let ‖·‖E and ‖·‖M be the functionals (13). Then ‖·‖E and ‖·‖M define norms on V equivalent with
the H1 norm.

Proof
From an orthogonal decomposition of u ∈ V , u = u− (u, zk)zk + (u, zk)zk into uZ⊥ = u−
(u, zk)zk ∈ Z⊥ and uZ = (u, zk)zk ∈ Z it follows that ‖u‖2M = ‖u‖2E + ‖uZ⊥‖2. Together with
Lemma 3.1 we thus establish

‖u‖2E ≤ ‖u‖2M ≤ (2µ+ 3λ+ 1)‖u‖21.

To complete the equivalence, let C = C(Ω) be the constant from Korn’s inequality (4). Then

‖u‖2M ≥ 2µ‖ǫ(u)‖2 + ‖u‖2 ≥ c‖u‖21,

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
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with c = C for 2µ > 1 and c = 2µC otherwise. Finally, for equivalence of the E-norm, the Korn’s
inequality for u ∈ Z⊥, see (5) also Theorem 3.1, yields

‖u‖2E = 2µ‖ǫ(u)‖2 + λ‖∇ · u‖2 ≥ 2µC‖u‖21
with C = C(Ω), while from (9d) in Lemma 3.1

‖u‖2E = ‖u‖2 =
1

1 + 2|Ω| ‖u‖
2
1

for u ∈ Z. Thus E and H1 norms are equivalent on Z⊥ and Z respectively. The proof is completed
by observing that uZ and uZ⊥ are orthogonal in the E inner product

‖u‖2E = 2µ‖ǫ(uZ⊥)‖2 + λ‖∇ · uZ⊥‖2 + ‖uZ‖2 ≥ 2µC‖uZ⊥‖21 +
1

1 + 2|Ω| ‖uZ‖21

≥ c(‖uZ⊥‖21 + ‖uZ‖21),

c = min(2µC, (1 + 2|Ω|)−1
), while for the H1 inner product ‖u‖21 ≤ 2(‖uZ⊥‖21 + ‖uZ‖21) holds.

Thus ‖u‖2E ≥ c
2‖u‖21, for u ∈ V .

Using equivalent norms of V from Lemma 3.3 we readily establish equivalent norms for the
product space W = V ×Q

‖w‖E = ‖(u, p)‖E =
√

‖u‖2E + p⊤q and ‖w‖M = ‖(u, p)‖M =
√

‖u‖2M + p⊤q (14)

and consider as preconditioners for (7) the operators BE : W ′ → W and BM : W ′ → W

BE =

(
A+ Y

I

)−1

and BM =

(
A+M

I

)−1

. (15)

Note that the mappings (15) are the Riesz maps with respect to the inner products which induce
norms (14). We proceed with analysis of the properties of BE .

Theorem 3.3
Let {zk}mk=1 be the L2 orthonormal basis of the space of rigid motions of Ω, A : W → W ′ from
(7) and WE the space W considered with ‖·‖E norm (14). Then A : WE → W ′

E is an isomorphism.
Moreover the Riesz map BE : W ′

E → WE in (15) defines the canonical preconditioner for (7).

Proof
We shall show that the first assertion holds by establishing the Brezzi constants. Recall the definition
of the bilinear form a given in (8). Then, by the Cauchy-Schwarz inequality and (9a) in Lemma 3.1,
the inequality a(u, v) ≤

√
a(u, u)

√
a(v, v) holds. In turn

a(u, v) ≤
√

a(u, u)
√

a(v, v) ≤
√

a(u, u) + (u, zk)(u, zk)
√

a(v, v) + (v, zk)(v, zk) = ‖u‖E‖v‖E
and a is bounded with respect to E norm with a constant α∗ = 1. Further (u, zk) = 0 for u ∈ Z⊥.
Hence a(u, u) = a(u, u) + (u, zk)(u, zk) = ‖u‖2E and the form is E elliptic on Z⊥ with constant
α∗ = 1. To compute the boundedness constant of the form b, the orthogonal decomposition u =
uZ + uZ⊥ is used together with equality (pizi, pjzj) = |p|2 which is due to orthonormality of the
basis of the space of rigid motions. In turn

b(u, q) = qk(u, zk) = (uZ , qkzk) ≤ ‖uZ‖‖qkzk‖ =
√

a(u, u) + (u, zk)(u, zk)|p| = ‖u‖E |p|.
We have β∗ = 1. Finally, β∗ = 1 in the inf-sup property

sup
u∈V

b(u, q)

‖u‖E
≥ (pkzk, pizi)√

a(pkzk, pizi) + (pkzk, pizi)
≥ |p|2√

0 + |p|2
= |p|.

As all the constants are independent of material parameters, the second assertion follows from the
first one by operator preconditioning [8, ch 5.].

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
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Using Theorem 3.3 it is readily established that the condition number of the composed operator
BEA : W 7→ W is equal to one. We further note that discretizing operator BE leads to discrete
nullspace preconditioners of [22, ch 6.].

While the spectral properties of BE are appealing, the preconditioner is impractical. Consider
BE as a matrix representation of the Galerkin approximation of BE in Wh ⊂ W . Then BE =
diag(A+YY⊤, I)

−1 where Y = Rn×m, yi = colkY = πhzk and zk ∈ Vh is the basis function
of the space of rigid motions. Due to the second (nonlocal) term the matrix A+YY⊤ is dense.
Further, as shall be discussed in §4, inverting the operator requires computing (the action of) the
pseudoinverse of the singular matrix A. The mapping BM , on the other hand, leads to a more
practical preconditioner.

Theorem 3.4
Let 2µ ≥ 1, {zk}mk=1 be the L2 orthonormal basis of the space of rigid motions of Ω, A : W →
W ′ defined in (7) and WM defined analogically to Theorem 3.3. Then A : WM → W ′

M is an
isomorphism. Moreover the Riesz map BM : W ′

M → WM in (15) defines a parameter robust
preconditioner for (7).

Proof
As in the proof of Theorem 3.3 we establish that a(u, v) ≤ ‖u‖M‖v‖E and b(v, p) ≤ ‖v‖‖pkzk‖ ≤
‖v‖M |p|. Setting v = pkzk orthonormality of the basis yields inf p∈Q sup v∈V

b(v,p)
‖v‖M

≥ 1. For M

ellipticity of a on Z⊥, assume existence of C = C(Ω) such that ‖u‖2 ≤ C‖ǫ(u)‖2 for u ∈ Z⊥.
Then on Z⊥

‖u‖2 ≤ C‖ǫ(u)‖2 ≤ Cµ‖ǫ(u)‖2 ≤ C(2µ‖ǫ(u)‖2 + λ‖∇ · u‖2) = C‖u‖2E

and
‖u‖2M = ‖u‖2E + ‖u‖2 ≤ (C + 1)‖u‖2E

so that a(u, u) = ‖u‖2E ≥ (1 + C)
−1‖u‖2M . Finally we comment on the assumption of existence of

the constant C. Assume the contrary. Then there is u ∈ Z⊥ such that ‖e(u)‖ = 1, ‖w(u)‖ = 0 and
the ‖u‖ unbounded. However, such u violates Korn’s inequality (5).

We remark that Theorem 3.4 required an additional assumption 2µ ≥ 1. The assumption is not
restrictive as it can be always achieved by scaling the equations such that the inequality is satisfied.
Note also that the discrete preconditioner based on BM is such that BM

−1 = diag(A+M, I), with
M the mass matrix. The system to be assembled is therefore sparse.

Following Theorem 3.4 the condition number of the preconditioned operator BMA : W → W
depends solely on the constant C from Korn’s inequality (5). An approximation for the constant is
provided by the smallest positive eigenvalue λ+

min of the problem
(
A B
B⊤

)(
u
p

)
= λ

(
A+M

I

)(
u
p

)
.

In Table IX, Appendix A, the constant has been computed for two different domains; a cube from
Example 2.2 and a hollow cylinder. In both cases C ≈ 1 can be observed.

In order to demonstrate h robust properties of BM , the problem from Example 2.2 is discretized on
Vh ⊂ V and the resulting preconditioned linear system is solved by the minimal residual (MinRes)
method [23]. Here the approximation of the preconditioner is provided by an algebraic multigrid
(AMG), leading to the discrete operator

BM =

(
AMG(A+M)

I

)
.

The saddle point system was assembled and inverted using cbc.block, the FEniCS library for block
matrices [24]. The results of the experiment are presented in Table V. Clearly, the number of
iterations required for convergence is independent of the discretization. Moreover, the method yields

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
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numerical solutions which converge in the H1 norm with the optimal rate§ on both the uniform and
nonuniform meshes, cf. Figure 2.

A drawback of the Lagrange multiplier formulation is the cost of solving the resulting indefinite
linear system. Let us denote κ the condition number of an indefinite matrix A. Under simplifying
assumptions on the spectrum [25, ch 3.2] gives the following bound on the relative error in residual
rn at step n

|rn|
|r0|

≤ 2

(
κ− 1

κ+ 1

)⌊n/2⌋
.

The result should be contrasted with a similar one for the error en at the n-th step of CG method on
positive definite matrix A, e.g. [26, thm 38.5],

en
⊤Aen

e0⊤Ae0
≤ 2

(√
κ− 1√
κ+ 1

)n

.

While the above estimates are known to give the worst case behaviour of the two methods, the
faster rate of convergence of CG motivates investigating formulations of (1) to which the conjugate
gradient method can be applied.

4. CONJUGATE GRADIENT METHOD FOR DISCRETE SINGULAR PROBLEMS

We consider a variational formulation of (1) for u ∈ V =
[
H1(Ω)

]3
such that

2µ(ǫ(u), ǫ(v)) + λ(∇ · u,∇ · v) = (f, v) + (h, v) v ∈ V. (16)

Denoting a : V × V → R, l : V ′ → R the bilinear and linear forms defined by (16), we note that the
problem is not well-posed in V . Indeed, the compatibility conditions (2) restrict the functionals for
which the solution can be found to l ∈ Z0 = {f ∈ V ′; 〈f, z〉 = 0, z ∈ Z}. Moreover, only the part
of u in Z⊥ is uniquely determined by (16). More precisely we have the following result.

Theorem 4.1
Let l ∈ Z0. Then there exists a unique solution of the problem

Find u ∈ Z⊥ such that for any v ∈ Z⊥ it holds that a(u, v) = 〈l, v〉. (17)

Proof
The complete proof can be found as Theorem 11.2.30 in [27]. Note that boundedness and ellipticity
of a on Z⊥ with ‖·‖1 are proven as part of Theorem 3.1.

We remark that if (2) holds then u ∈ Z⊥ solves (17) if and only if (u, 0) solves the Lagrange
multiplier problem (7). Further, the well-posed variational problem (17) is not suitable for
discretization by the finite element method as the approximation leads to a dense linear system.
A sparse discrete problem to which the conjugate gradient method shall be applied is therefore
derived from (16).

Recall m = dimZ, n = dimVh and let Vh = span {φi}ni=1. Discretizing the variational problem
(16) leads to a linear system

Au = b, (18)

where A ∈ Rn×n such that Aij = a(φj , φi) and vector b ∈ Rn, bi = 〈l, φi〉. Note that we shall
consider (18) for a general right hand side, that is, not necessarily a discretization of l ∈ Z0. We
proceed by reviewing properties of the discrete system.

Due to symmetry and ellipticity of the bilinear form a on Z⊥ there exists respectively m
vectors zk and n−m eigenpairs (γi,ui), γi > 0 such that Azk = 0, zk⊤ui = 0, Aui = γiui and

§We recall that Vh is constructed from continuous linear Lagrange elements

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
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Table IV. Preconditioned CG iterations on (18) obtained by discretization of (16) with problem parameters as
in Example 2.2 and two preconditioners. Both systems are solved with relative tolerance of 10−10. Uniform

mesh is used.

size PzAMG(A+M) AMG(A|Z)
‖u− uh‖1 # time [s] ‖u− uh‖1 # time [s]

14739 1.14E-02 (1.09) 22 0.491 1.14E-02 (1.09) 21 0.537
107811 5.49E-03 (1.06) 23 10.17 5.49E-03 (1.06) 23 10.96
823875 2.71E-03 (1.02) 24 103.5 2.71E-03 (1.02) 25 86.51
6440067 1.35E-03 (1.00) 26 1580 1.35E-03 (1.00) 26 911.9

ui
⊤uj = δij . From the decomposition of A it follows that the system (18) is solvable if and only if

zk
⊤b = 0 for any k and the unique solution of the system is u ∈ span {ui}n−m

i=1 . We note that the
last statement is the Fredholm alternative for (18). As a further consequence of the decomposition
it is readily verified that given compatible vector b, the solution of (18) is u = BAb with BA such
that BAy =

∑
i γi

−1 (ui
⊤y)ui. The matrix BA is the pseudoinverse [28] or natural inverse [29, ch

3.] of A.
We note that any vector from Rn can be orthogonalized with respect to the kernel of A by a

projector PZ = I− ZZ⊤, where Z ∈ Rn×m is the matrix consisting of l2 orthonormal basis vectors
of the kernel.

With b such that Z⊤b = 0 the solution u of linear system (18) can be computed by the conjugate
gradient method, e.g. [30]. Let u0 be the starting vector for the iterations. Then, assuming exact
arithmetic and no preconditioner, the method preserves the component of u0 in Z, i.e. Z⊤u0 = Z⊤u.
In particular, Z⊤u0 = 0 is required to obtain a solution orthogonal to the kernel. On the other
hand, let B be the CG preconditioner. Then the iterations introduce components of the kernel to
the solution even if Z⊤u0 = 0, unless the range of B is orthogonal to Z.

4.1. Preconditioned CG for singular elasticity problem

A suitable preconditioner for (18) is obtained by a composition with the PZ projector and we
shall consider BM = PZ(A+M)

−1 where M is the mass matrix. That the preconditioner leads
to bounded iteration count (and converging numerical solutions) is demonstrated in Table IV,
cf. left pane. The preconditioner is also compared with a different preconditioner based on the
approximation of the pseudoinverse BA. The approximation can be constructed by passing a kernel
of the operator to the multigrid preconditioner, in the form of the l2 orthonormal basis vectors, see
[13]. Note that the preconditioners perform similarly in terms of iteration count, however, for large
systems the pseudoinverse is cheaper.

We remark that in terms of operator preconditioning, the preconditioner based on the
pseudoinverse can be interpreted as a Riesz map Z0 → Z⊥ defined with respect to the inner product
induced by the bilinear form a. Recall that a is symmetric and elliptic on Z⊥. On the other hand
BM approximates a mapping Z0 → V → Z⊥.

Having established preconditioners for the indefinite system stemming from the Lagrange
multiplier formulation (7) and the positive semi-definite problem stemming from (16), we shall
finally discuss approximation properties of the computed solutions. To this end the problem from
Example 2.2 is considered with f perturbed by rigid motions. Note that with the new functional l the
problem (7) is well-posed while in (18) a compatible right hand side b will be obtained by projector
PZ .

Results of the experiment are listed in Table V. The Lagrange multiplier method converges with
an optimal rate on both the uniformly and non-uniformly discretized mesh, cf. Figure 2. On the
other hand, solutions to (18) converge to the true solution only on the uniform mesh while there
is no convergence with nonuniform discretization. Note that this is not signaled by growth of the
iterations - for both methods the iteration counts are bounded. Note also that MinRes takes about
twice as many iterations as CG.

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
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Table V. (top) Convergence properties of the Lagrange multiplier formulation (7) and (bottom) the singular
formulation (16) utilizing l2 orthogonal basis of the nullspace to invert the system (18). Only the multiplier
formulation yields solutions converging on uniform and nonuniform meshes. Relative tolerances of 10−11

and 10−10 are used for MinRes and CG respectively.

uniform refined
size ‖u− uh‖1 # maxZ |(uh, z)| size ‖u− uh‖1 # maxZ |(uh, z)|
14745 1.03E-02 (1.14) 44 3.54E-07 13080 3.11E-02 (0.99) 50 1.68E-07
107817 4.84E-03 (1.09) 45 2.77E-06 98052 1.41E-02 (1.14) 53 6.73E-08
823881 2.36E-03 (1.03) 45 1.38E-06 759546 6.53E-03 (1.11) 54 8.11E-07
6440073 1.18E-03 (1.00) 44 1.75E-05 5978835 3.20E-03 (1.03) 55 2.94E-06
14739 1.14E-02 (1.09) 21 1.30E-03 13074 5.51E-02 (0.45) 26 6.06E-03
107811 5.49E-03 (1.06) 23 6.66E-04 98046 5.05E-02 (0.12) 27 6.32E-03
823875 2.71E-03 (1.02) 25 3.36E-04 759540 5.00E-02 (0.02) 29 6.43E-03
6440067 1.35E-03 (1.00) 26 1.69E-04 5978829 4.98E-02 (0.01) 31 6.49E-03

From the experiment we conclude that the conjugate gradient method for (18), as applied so far, in
general does not yield converging numerical solutions of (16). It is next shown that the issue is due
projector PZ = I− ZZ⊤ which the method uses and which is derived from the discrete problem.
In particular, we show that PZ is not a correct discretization of a projector used in the continuous
problem (17) (and (7)). Following the continuous problem, a modification to CG is proposed, which
leads to a converging method.

4.2. Conjugate gradient method with Z0, Z⊥ projectors

Consider the variational problem (17) which was proven well-posed in Theorem 4.1 under the
assumptions l ∈ Z0 ⊂ V ′ and u ∈ Z⊥ ⊂ V . In this respect, there are two subspaces associated with
(17) and we shall define two projectors P : V → Z⊥, P ′ : V ′ → Z0 such that for v ∈ V

(Pu, v) = (u, v)− (u, zk)(v, zk),

〈P ′f, v〉 = 〈f, v〉 − 〈f, zk〉(v, zk),
(19)

where Z = span {zk}mk=1 is the L2 orthonormal basis of the space of rigid motions (e.g. constructed
by Lemma 3.2). Similar projectors were discussed in [10] for the singular Poisson problem. We note
that 〈f, Pu〉 = 〈P ′f, u〉 and thus P ′ is the adjoint of P . Note also that the two projectors are present
in the multiplier formulation (7).

Lemma 4.1
Let f ∈ V ′ and P, P ′ be the projectors (19). Then (u, p) ∈ V ×Q solves (7) with the right hand side
(v, q) 7→ 〈f, v〉+ 〈0, q〉 if and only if u ∈ Z⊥ and u solves (17) with the right hand side P ′(f).

Proof
It suffices to establish the relation between the right hand sides. Using orthogonality of the basis it
follows from testing (7) with (zk, 0) that pk = 〈f, zk〉. Substituting the obtained Lagrange multiplier,
the new right hand side of (7) is (v, q) 7→ 〈f, v〉 − 〈f, zk〉(v, zk) + 〈0, q〉 = 〈P ′(f), v〉+ 〈0, q〉.

To derive a matrix representation of the projectors with respect to nodal basis Vh = span {φi}ni=1,
the mappings πh : Vh → Rn (the nodal interpolant) and µh : V ′

h → Rn from (3) are used. We
recall that (u, v) = v⊤Mu for u = πhu, v = πhv and M, Mij = (φj , φi) the mass matrix while
〈f, v〉 = f⊤v with f = µhf . Finally, matrix Y = Rn×m is such that yi = colkY = πhzk where
zk ∈ Vh belongs to the L2 orthogonal basis of the space of rigid motions. Then

v⊤MPu = (Pu, v) = (u, v)− (u, zk)(v, zk) = V⊤M (I−YY⊤M)u,

f⊤P′⊤v = 〈f, Pv〉 = 〈f, v〉 − 〈f, zk〉(v, zk) = f⊤ (I−YY⊤M)v
(20)

and P = (I−YY⊤M) is the representation of P while P ′ is represented by P⊤. We remark that
in addition to Y, the rigid motions Zh = span {zk}mk=1 can be represented in Rn by an additional

Copyright © 2010 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. (2010)
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Table VI. Convergence of conjugate gradient solutions for (18) with different combinations of right hand
(horizontal) side and left hand side (vertical) projectors. The problem from Example 2.2 is considered.
Preprocessing the right hand side and postprocessing the solution by projectors (P⊤,P) yields solutions

converging with optimal rate.

size PZ P⊤

‖u− uh‖1 # maxZ |(uh, z)| ‖u− uh‖1 # maxZ |(uh, z)|

P
Z

13074 5.51E-02 (0.45) 26 6.06E-03 5.53E-02 (0.44) 27 6.05E-03
98046 5.05E-02 (0.12) 27 6.32E-03 5.11E-02 (0.12) 28 6.31E-03
759540 5.00E-02 (0.02) 29 6.43E-03 5.06E-02 (0.01) 29 6.42E-03
5978829 4.98E-02 (0.01) 31 6.49E-03 5.05E-02 (0.00) 31 6.48E-03

P

13074 3.13E-02 (0.98) 27 6.84E-16 3.11E-02 (0.99) 25 6.15E-16
98046 1.45E-02 (1.11) 28 2.94E-14 1.41E-02 (1.14) 27 2.92E-14
759540 6.92E-03 (1.07) 29 6.39E-14 6.53E-03 (1.11) 29 6.40E-14
5978829 3.63E-03 (0.93) 31 2.89E-13 3.20E-03 (1.03) 31 2.86E-13

matrix W = MY, which is µh applied to functionals v 7→ (zk, v). Following [8] the matrices Y,
W are termed respectively the primal and dual representation of Zh. Observe that in (20) matrix P
uses the primal representation for u while the vector is expanded in the dual representation by P′.
Moreover, L2 orthogonality of Zh yields yi

⊤wj = δij . Finally note that the projectors P⊤, P are
implicitly present in the linear system which is the discretization of the multiplier problem (7) with
the orthogonal basis of rigid motions

(
A W
W⊤

)(
u
p

)
=

(
b
0

)
. (21)

Indeed, p = Y⊤b from premultiplying the first equation by Y⊤. Upon substitution the equation
reads Au = b−WY⊤b = P⊤b. Further the solution is such that Pu = 0.

The situation where the continuous problems (7), (17) and the discrete problem (21) use different
projectors for the left and right hand sides contrasts with (18) which utilizes PZ to obtain consistent
right hand side and the solution is such that PZu = 0 as well. This observation together with the
lack of convergence of the CG method, cf. Table V, motivate that the CG method on (18) is used
with the following two modifications: (i) the iterations are started from vector P⊤b, (ii) P is applied
to the final solution.

The effect of the proposed modifications is shown in Table VI. The problem from Example
2.2 is considered on a non-uniform mesh and CG on (18) is applied with different combinations
of projectors used to obtain the right hand side from incompatible vector b and to orthogonalize
the converged solution. We observe that only the case (P⊤,P)¶ yields optimal convergence. With
(PZ ,P) the rate is slightly smaller than one. In the remaining two cases the solution do not converge
suggesting that for convergence P must be applied to the solution.

The results shown in Table VI are satisfactory in a sense that preprocessing the right hand
side with P⊤ and postprocessing the solution with P improved the convergence properties of the
CG method for (18). However, the modifications alter the original discrete problem and thus the
properties of the new problem should be discussed. We note that in the discussion Z, Y are
respectively I and M orthogonal basis of the nullspace of A. Further, the transformation matrix
between the basis is c ∈ Rm×m such that Z = Yc and we have Y⊤MZ = c.

First, admissibility of the modified right hand side P⊤b is considered. Using the transformation
matrix it holds that Z⊤P⊤b = 0 and thus P⊤b is compatible and the solution can be obtained by
a pseudoinverse (or equivalently by CG). The computed solution of the new linear system then
satisfies Z⊤u = 0. However, the continuous problem requires orthogonality Y⊤Mu = Ch. As the
two conditions are related through |Y⊤Mu|2 = u⊤MZ(c⊤c)

−1
Z⊤Mu = u⊤MZ(Z⊤MZ)

−1
Z⊤Mu,

and Z⊤Z = I, orthogonality in the L2 inner product depends on similarity of the mass matrix with

¶ Elements of the tuple denote respectively the projector for the right hand side and the left hand side.
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identity. This is essentially a condition on the mesh and |Y⊤MZ| ≥ C is possible (as observed in
Table VI).

To enforce orthogonality constraint Y⊤Mu = 0 without postprocessing we shall finally consider
linear system Au = P⊤b and require Pu = 0 for uniqueness. In this case the solution is not
provided by pseudoinverse BA. However, a similar construction based on the generalized eigenvalue
problem can be used instead.

Lemma 4.2
Let u be a unique solution of Au = P⊤b, satisfying Pu = 0 and Γ ∈ Rn×n, U ∈ Rn×n−m such
that AU = MUΓ, U⊤MU = I. Then u = BP⊤b where B = UΓ−1U⊤.

Proof
First, note that the existence of matrices U, Γ follows from positive semi-definiteness of A. Further,
by M orthogonality of the eigenvectors MUx = P⊤b holds with x = U⊤b. As Y⊤MU = 0 any
vector Bb is M orthogonal with Y and thus PBb = 0. It remains to show that the composition AB
is the identity on the subspace spanned by columns of MU

ABMU = AUΓ−1U⊤MU = AUΓ−1 = MUΓΓ−1 = MU.

5. NATURAL NORM FORMULATION

An attractive feature of the variational problem (16) is the fact that the resulting linear system
is amiable to solution by the CG method, which when modified following §4 yields converging
solutions. However, the projectors P ′, P are only applied as pre and postprocessor and the CG loop
(Lanczos process) is in this respect detached from the continuous problem. Moreover the method
requires a special preconditioner that handles the nullspace of matrix A. A formulation which leads
to a positive definite linear system requiring only a regular (not nullspace aware) preconditioner
shall be studied next.

Theorem 5.1
Let a : V × V → R, a(u, v) = 2µ(ǫ(u), ǫ(v)) + λ(∇ · u,∇ · v) and Z = span {zk}mk=1 the L2

orthogonal basis of the space of rigid motions. Futher let l ∈ Z0. There exists a unique u ∈ V such

a(u, v) + (u, zk)(v, zk) = 〈l, v〉 v ∈ V. (22)

Moreover u ∈ Z⊥.

Proof
Recall that the bilinear form above is the inner product (u, v)E from (12) which induces an
equivalent norm on V , cf. Lemma 3.3. The existence and uniqueness of the solution now follow
from the Lax-Milgram lemma. Testing the equation with v = zi yields (u, zi) = 0 and in turn
u ∈ Z⊥.

We remark that the solution of (22) and (17) are equivalent because l ∈ Z0. Note also that
Theorem 3.4 gives equivalence bounds (1 + C)

−1‖u‖2M ≤ ‖u‖2E ≤ ‖u‖2M , C = C(Ω) and in turn
the Riesz map with respect to the inner product (u, v)M = a(u, v) + (u, v) defines a suitable h robust
preconditioner for (22). Finally, observe that the L2 orthogonality of decomposition u = uZ + uZ⊥ ,
uZ = (u, zk)zk is respected by the inner product (·, ·)E , see (12). The norm ‖u‖E , see (13), thus
considers Z and Z⊥ with L2 and a induced norms which are the natural norms for the subspaces.

Using (20) the natural norm formulation (22) leads to a positive definite linear system
[
A+MY(MY)

⊤]
u = P⊤b.

where we recognize a dense matrix from the discretization of BE preconditioner of the Lagrange
multiplier formulation, cf. Theorem 3.3. Therein the inverse of the matrix was of interest. However,
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Table VII. Convergence study of the natural norm formulation (22) for the singular elasticity problem from
Example 2.2. The system is solved with relative tolerance 10−11. The CG iterations use a preconditioner

AMG(A+M). The iteration count remains bounded and the solutions converge with the optimal rate.

uniform refined
size ‖u− uh‖1 # maxZ |(uh, z)| size ‖u− uh‖1 # maxZ |(uh, z)|
14739 1.03E-02 (1.14) 33 2.57E-08 13074 3.11E-02 (0.99) 39 3.70E-08
107811 4.84E-03 (1.09) 29 1.80E-05 98046 1.41E-02 (1.14) 41 3.46E-08
823875 2.36E-03 (1.03) 37 9.23E-09 759540 6.53E-03 (1.11) 43 8.90E-08
6440067 1.18E-03 (1.00) 33 2.38E-05 5978829 3.20E-03 (1.03) 46 3.53E-08

relevant for the CG method here is only the matrix vector product, which can be computed efficiently
by storing separately A and MY, the dual representation of rigid motions in Vh.

With (22) we finally revisit the test problem from Example 2.2. Results of the method
are summarized in Table VII. Optimal convergence rate is observed with both uniform and
nonuniform meshes. Moreover, the CG iteration count with the proposed Riesz map preconditioner
approximated by AMG(A+M) remains bounded. An interesting observation is the fact that the
error in the orthogonality constraint is smaller in comparison to the Lagrange multiplier formulation,
cf. Table V.

6. NEARLY INCOMPRESSIBLE MATERIALS

So far we have assumed that µ and λ are comparable in magnitude. In this section we handle
the case where λ ≫ µ and the material is nearly incompressible. The variational problems (6),
(16), (22) studied thus far were based on the pure displacement formulation of linear elasticity
(1) and H1 conforming finite element spaces were used for their discretization. Due to the locking
phenomenon the approximation properties of their respected solutions are known to degrade for
nearly incompressible materials with λ ≫ µ, (equivalently Poisson ratio close to 1/2), see e.g. [15,
ch 6.3]. Moreover, the incompressible limit presents a difficulty for convergence of iterative methods
in the standard form.

Methods robust with respect to increasing λ can be formulated using a discretization with
nonconforming elements, [27, ch 11.4]. However, this method fails to satisfy the Korn’s inequality.
To the authors’ knowledge the only finite element method that is both robust in λ and satisfies Korn’s
inequality is [31, 32]. In addition to problems with the discretization, standard multigrid algorithms
do not work well for large λ and special purpose algorithms must be used [33]. For this reason we
resort to a more straightforward solution of the mixed formulation where an additional variable,
the solid pressure p, is introduced. Let the solid pressure be defined as p = λ∇ · u so that (6) is
reformulated as

∇ · (2µǫ(u))−∇p = f in Ω,

λ∇ · u− p = 0 in Ω,

σ(u) · n = h on ∂Ω.

(23)

Note that the problem is singular, since any pair u ∈ Z, p = 0 can be added to the solution. In fact
such pairs constitute the kernel of (23). To obtain a unique solution we shall as in §3, require that u
is orthogonal to the rigid motions Z. We assume that the basis of Z is orthonormal.

Setting Q = L2(Ω), Y = R6 we shall consider a variational problem for triplet u ∈ V , p ∈ Q,
x ∈ Y such that

2µ(ǫ(u), ǫ(v)) + (p,∇ · v) + xk(v, zk) = (f, v) + (h, v) v ∈ V,

(q,∇ · u)− λ−1(p, q) = 0 q ∈ Q,

yk(u, zk) = 0 y ∈ Y.

(24)
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Equation (24) is a double saddle point problem

A



u
p
x


 =




A B D
B′ −λ−1C
D′






u
p
x


 =



b

 ,

with operators A : V → V ′, B : Q → V ′, C : Q → Q′ and D : X → V ′ defined as

〈Au, v〉 = 2µ(ǫ(u), ǫ(v)), 〈Bp, v〉 = (p,∇ · v),
〈Cp, q〉 = (p, q), 〈Dx, v〉 = xk(v, zk).

To show well-posedness of the constrained mixed formulation (24) the abstract theory for saddle
points problems with small (note that that λ ≫ 1) penalty terms [15, ch 3.4] is applied. To this end
we introduce the bilinear forms a(u, v) = 〈Au, v〉,

b(v, (p, x)) = 〈Bp, v〉+ 〈Dx, v〉, (25)

c((p, y), (q, x)) = 〈Cp, q〉 so that (24) is recast as

a(u, v) + b(v, (p, x)) = (f, v) + (h, v) v ∈ V,

b(u, (q, y))− λ−1(p, q) = 0 (q, y) ∈ Q× Y.
(26)

The space Q× Y will be considered with the norm ‖(p, x)‖ =
√

‖p‖2 + |x|2, while V is considered
with the H1 norm. Following [15, thm 4.11] the problem (26) is well-posed provided that the
assumptions of Brezzi theory hold and in addition c is continuous and c and a are positive

a(u, u) ≥ 0, u ∈ V and c((p, x), (p, x)) ≥ 0, (p, x) ∈ Q× Y.

We review that continuity and V -ellipticity of a on Z⊥ was shown in Theorem 3.1 and as
a(z, z) = 0, z ∈ Z, the form is positive on V . Moreover, by Lemma 3.1, Cauchy-Schwarz inequality
and orthonormality of basis

b(v, (p, x)) = (p,∇ · v) + xk(v, zk) ≤
√
3‖p‖‖∇v‖+ ‖v‖|x| ≤

√
3
√

‖v‖2 + ‖∇v‖2
√

‖p‖2 + |x|2
≤ β∗‖v‖1‖(p, x)‖.

It is easy to observe that continuity and positivity of the bilinear form c hold and thus (26) is well-
posed provided that the inf-sup condition is satisfied. We note that the proof requires extra regularity
of the boundary.

Lemma 6.1
Let Ω with a smooth boundary and b be the bilinear form over V × (Q× Y ) defined in (25). There
exists β∗ = β∗(Ω) such that

sup
v∈V

b(v, (p, x))

‖v‖1
≥ β∗‖(p, x)‖.

Proof
Let p ∈ Q and x ∈ Y given. Following [27, thm 11.2.3] there exists for every p, v∗ ∈ V such that

p = ∇ · v∗, (27a)
‖v∗‖1 ≤ C(Ω)‖p‖. (27b)

The element v∗ is constructed from the unique solution of the Poisson problem

−∆w = p in Ω,

w = 0 on ∂Ω,
(28)
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taking v∗ = −∇w. Observe that the computed v∗ ∈ Z⊥

− (z, v∗) =

∫

Ω

z∇w =

∫

∂Ω

wz · n−
∫

Ω

w∇ · z = 0 z ∈ Z. (29)

Orthogonality of v∗ and (27a) yields that b(v∗ + xkzk, (p, x)) = (p,∇ · v∗) + (xkzk, xlzl) =
‖p‖2 + |x|2. Further, by Cauchy-Schwarz and Young’s inequalities

‖v∗ + xkzk‖21 = ‖v∗ + xkzk‖2 + ‖∇(v∗ + xkzk)‖2

= ‖v∗‖2 + ‖xkzk‖2 + ‖∇v∗‖2 + 2(∇v∗,∇xkzk) + ‖∇xkzk‖2

≤ 2‖v∗‖21 + 2(‖v∗‖2 + ‖∇xkzk‖2).

Using (27b) and Lemma 3.1 gives ‖v∗ + xkzk‖21 ≤ 2C(Ω)‖p2‖+ (1 + 2|Ω|)|x|2 ≤ c(Ω)‖(p, x)‖2.
Combining the observations

sup
v∈V

b(v, (p, x))

‖v‖1
≥ b(v∗ + xkzk, (p, x))

‖v∗ + pkzk‖1
=

‖p‖2 + |x|2
‖v∗ + pkzk‖1

≥ 1

c

√
‖p‖2 + |x|2 =

1

c
‖(p, x)‖.

We remark that none of the constants of the problem (26) depends on λ despite the norm of Q× Y
being free of the parameter, cf. also [34, 35]. Observe also that with H1 norm on V the boundedness
constant of a depends on µ, cf. Theorem 3.1, and thus the parameter shall be included in the norm
to get a µ independent preconditioner. Finally, note that tighter bounds (e.g. in the proof of Lemma
6.1) can be obtained if the space V is considered with the norm u 7→

√
µ‖ǫ(u)‖2 + ‖u‖2.

Motivated by the above, we shall consider as the preconditioner for the well-posed problem (26) a
Riesz map B : (V ×Q× Y )′ → (V ×Q× Y ) with respect to the inner product inducing the norm
(u, p, x) 7→

√
µ‖ǫ(u)‖2 + ‖u‖2 + ‖p‖2 + |x|2

B =



A+M

C
I




−1

, (30)

where M was defined in (12). Similar preconditioners for the Dirichlet problem has been discussed
in [35].

Remark 6.1 (Lemma 6.1 in the discrete case)
The continuous inf-sup condition can be extended to Taylor-Hood discretizations in the following
way. We consider Vh ⊂ V , Qh ⊂ Q approximated with the lowest order Taylor-Hood element.
Given ph ∈ Qh both the element v∗h ∈ Vh and wh ∈ Qh from Lemma 6.1 are found as the solution
to the mixed Poisson problem

(v∗h, v) + (∇hwh, v) = 0 v ∈ Vh,

(∇hq, v
∗
h) = −(ph, q) q ∈ Qh.

The problem is well-posed due to the weak inf-sup condition

sup
v∈Vh

(vh,∇hqh)

‖vh‖
≥ C‖qh‖1.

Since z ∈ Vh a direct calculation shows that the orthogonality condition (29) is satisfied.
Both in the above and in the construction of the proof of Lemma 6.1 we relied on a well-posed

mixed Poisson problem to obtain orthogonality with respect to the kernel. We note that stable Stokes
element P2 − P0 does not allow for such a construction and does not give h uniform bounds.
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To show that the preconditioner (30) is robust with respect to λ, the problem from Example 2.2
is considered with µ = 1 and λ ∈

[
1, 108

]
. The spaces V and Q are approximated by lowest order

Taylor-Hood elements for which the discrete inf-sup condition from Lemma 6.1 holds following
Remark 6.1. The non-trivial blocks of the preconditioner are inverted using algebraic multigrid and
the system is solved using the MinRes method requiring reduction of the preconditioned residual
norm by a factor of 1010 for convergence.

From the results of the experiment, summarized in Table VIII, it is evident that the iteration count
is bounded in λ as well as in the discretization parameter.

Table VIII. Iteration counts of the preconditioned MinRes method for mixed linear elasticity problem (24)
and different values of Lamé constant λ. The iteration counts remain bounded for the considered values of

the parameter.

dim(V ) dim(Q)
λ

100 102 104 106 108

14739 729 109 113 100 70 36
107811 4913 107 109 103 69 36
823875 35937 109 109 107 72 36
6440067 274625 109 108 113 75 37

7. CONCLUSIONS

We have studied the singular Neumann problem of linear elasticity. Four different formulations
of the problem have been analyzed and mesh independent preconditioners established for the
resulting linear systems within the framework of operator preconditioning. We have proposed a
preconditioner for the (singular) mixed formulation of linear elasticity, that is robust with respect
to the material parameters. Using an orthonormal basis of the space of rigid motions, discrete
projection operators have been derived and employed in a modification to the conjugate gradients
method to ensure optimal error convergence of the solution.

A. EIGENVALUE BOUNDS FOR LAGRANGE MULTIPLIER PRECONDITIONERS

Bounds for the eigenvalues of operators BEA and BMA from (7) and (15) are approximated by
considering the eigenvalue problems

(
A B
B⊤

)(
u
p

)
= λBi

−1

(
u
p

)
(31)

with the left hand side the discretization of (7) and Bi, i ∈ {E,M} discretizations of preconditioners
Bi from (15). The spectrum of the symmetric, indefinite problem (31) is a union of negative and
positive intervals [λ−

min, λ
−
max], [λ

+
min, λ

+
max]. Following the analysis in Theorems 3.3 and 3.4 negative

bounds equal to -1 are expected for both preconditioners. Further, the positive eigenvalues are
bounded from above by 1. Finally, λ+

min = −1 for BE while the constant C = C(Ω) from the Korn’s
inequality determines the bound for BM .

In the experiment, Ω as a cube from Example 2.2 and a hollow cylinder with inner and outer radii
1
2 , 1 and height 2 are considered. Lamé constants µ = 384, λ = 577 are used. For both bodies C ≈ 1
is observed, cf. Table IX. The remaining bounds agree well with the analysis.
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